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#### Abstract

We give a direct harmonic approximation lemma for local minima of quasiconvex multiple integrals that entails their $\mathrm{C}^{1, \alpha}$ or $\mathrm{C}^{\infty}$-partial regularity. Different from previous contributions, the method is fully direct and elementary, only hinging on the $\mathrm{L}^{p}$-theory for strongly elliptic linear systems and Sobolev's embedding theorem. Especially, no heavier tools such as Lipschitz truncations are required.


## 1. Introduction

In this paper we provide an alternative approach to arrive at the gradient partial regularity of local minimisers of the basic multiple integral

$$
\begin{equation*}
\mathscr{F}[u ; \Omega]:=\int_{\Omega} F(\nabla u) \mathrm{d} x, \quad u: \Omega \rightarrow \mathbb{R}^{N} \tag{1.1}
\end{equation*}
$$

for variational integrands $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ and open and bounded subsets $\Omega \subset \mathbb{R}^{N}$. It is wellknown that even under strong smoothness and convexity assumptions on $F$, local minima need not be of class $\mathrm{C}^{\infty}$ in the entire $\Omega$, but merely partially $\mathrm{C}^{\infty}$-regular: There exists an open subset $\Omega_{0}$ of $\Omega$ such that $u$ is of class $\mathrm{C}^{\infty}$ in $\Omega_{0}$ (see $[1,4,6,7,12,13,14,15,16,17$, $18,19,21,23$ ] for a non-exhaustive list of contributions). To state our result conveniently, we shall make the following assumptions on $F$ : There exist $L>0$ and, for each $m>0, \ell_{m}>0$ such that

$$
\begin{cases}|F(z)| \leq L\left(1+|z|^{p}\right) & \text { for all } z \in \mathbb{R}^{N \times n},  \tag{1.2}\\ z \mapsto F(z)-\ell_{m} V_{p}(z) & \text { is quasiconvex at all } z_{0} \in \mathbb{R}^{N \times n} \text { with }\left|z_{0}\right| \leq m, \\ F \in \mathrm{C}^{2}\left(\mathbb{R}^{N \times n}\right) . & \end{cases}
$$

Here, $V_{p}(z):=\left(1+|z|^{2}\right)^{\frac{p}{2}}-1$, and we recall that a continuous integrand $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ is called quasiconvex at $z_{0} \in \mathbb{R}^{N \times n}$ provided we have

$$
\begin{equation*}
F\left(z_{0}\right) \leq f_{\mathrm{B}_{1}(0)} F\left(z_{0}+\nabla \varphi\right) \mathrm{d} x \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right) \tag{1.3}
\end{equation*}
$$

and simply quasiconvex provided it is quasiconvex at every $z_{0}$. The first two conditions in (1.2) embody the fact that the variational integral (1.1) is well-defined on subclasses of $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ by $(1.2)_{1}$, and both coercive and lower semicontinuous for weak convergence on Dirichlet subclasses of $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ by $(1.2)_{2}$ (cf. [9, 27]); the third one is a minimal regularity assumption necessary to carry out the linearisation procedure detailed below.

In establishing partial regularity theorems, there are by now a wealth of methods, so for instance the blow-up method or the method of $\mathcal{A}$-harmonic approximation; see BECK [4] or Mingione [28] for overviews. The overarching metaprinciple in the $\mathcal{A}$-harmonic approximation technique is the $\mathcal{A}$-harmonic approximation lemma. Broadly speaking, it asserts that if a map is almost $\mathcal{A}$-harmonic in a quantifiable way for a suitable bilinear form $\mathcal{A}: \mathbb{R}^{N \times n} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ (to be tacitly identified with its matrix representative), then it is
close to an $\mathcal{A}$-harmonic map. As usual, the $\mathcal{A}$-harmonicity of a map $u \in \mathrm{~W}_{\text {loc }}^{1,1}\left(\Omega ; \mathbb{R}^{N}\right)$ means that we have

$$
\begin{equation*}
\int_{\Omega} \mathcal{A}[\nabla u, \nabla \varphi] \mathrm{d} x:=\int_{\Omega}\langle\mathcal{A} \nabla u, \nabla \varphi\rangle \mathrm{d} x=0 \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, \infty}\left(\Omega ; \mathbb{R}^{N}\right) \tag{1.4}
\end{equation*}
$$

Typically, the aforementioned closeness is measured by a $V$-function type distance, e.g. see (1.10) below for potential choices of such auxiliary $V$-functions. By now, there are various techniques to arrive at such approximation lemmas, either by indirect means (cf. the approaches by De Giorgi [11] and Simon [30, 31] for $\mathcal{A}=\operatorname{Id}$ or DuZaAR et al. [13, 14, 15] in the more general context of Legendre-Hadamard elliptic bilinear forms) or direct means, using the technically more sophisticated method of Lipschitz truncations (cf. Diening et al. [10, 12]).

In this paper, we present a construction of $\mathcal{A}$-harmonic comparison maps that is fully direct and does not utilise heavier tools such as Lipschitz truncations, yet yields the necessary estimates to conclude partial regularity of minima for a wealth of variational problems. The proof itself only uses elementary embeddings for Sobolev spaces and routine results on the solvability of Legendre-Hadamard elliptic systems. The key approximation theorem of this paper is stated most conveniently for Legendre-Hadamard elliptic integrands, the connection of which to partial regularity proofs being discused below. More precisely, we assume slightly more generally than in (1.2) that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies the following: There exist $L>0$ and, for each $m>0$, a number $\ell_{m}>0$ such that

$$
\begin{cases}|F(z)| \leq L\left(1+|z|^{p}\right) & \text { for all } z \in \mathbb{R}^{N \times n},  \tag{1.5}\\ z \mapsto F(z)-\ell_{m} V_{p}(z) & \text { is rank-one-convex at all } z_{0} \in \mathbb{R}^{N \times n} \text { with }\left|z_{0}\right| \leq m, \\ F \in \mathrm{C}^{2}\left(\mathbb{R}^{N \times n}\right) . & \end{cases}
$$

As usual, rank-one convexity of an integrand $G: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ at some $z_{0}$ means that for all $a \in \mathbb{R}^{N}, b \in \mathbb{R}^{n}$ the function $\mathbb{R} \ni t \mapsto G\left(z_{0}+t a \otimes b\right)$ is convex. Our main theorem then reads as follows:

Theorem. Let $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfy (1.5) and $\mathrm{B}_{r}\left(x_{0}\right) \Subset \Omega$ be an open ball. For any $m>0$ and all affine-linear maps $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ with $|\nabla a| \leq m$ there exist a constant $c=$ $c(n, N, p, m, F)>0$ and a continuous function $H: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ depending on $n, p, m, F$ such that

$$
\begin{equation*}
\lim _{t \searrow 0} \frac{H(t)}{t}=0 \tag{1.6}
\end{equation*}
$$

with the following property: Whenever $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is an extremiser of (1.1) subject to (1.5), so satisfies

$$
\begin{equation*}
\int_{\Omega}\left\langle F^{\prime}(\nabla u), \nabla \varphi\right\rangle \mathrm{d} x=0 \quad \text { for all } \varphi \in \mathrm{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right) \tag{1.7}
\end{equation*}
$$

then we have

$$
\begin{equation*}
f_{\mathrm{B}_{r}\left(x_{0}\right)} V_{p}\left(\frac{\widetilde{u}-\widetilde{h}}{r}\right) \mathrm{d} x \leq c H\left(f_{\mathrm{B}_{r}\left(x_{0}\right)} V_{p}(D \widetilde{u}) \mathrm{d} x\right) \tag{1.8}
\end{equation*}
$$

where $\widetilde{u}:=u-a$ and $\widetilde{h}$ is the unique solution of the Legendre-Hadamard elliptic system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla \widetilde{h})=0 & \text { in } \mathrm{B}_{r}\left(x_{0}\right)  \tag{1.9}\\ \widetilde{h}=\widetilde{u} & \text { on } \partial \mathrm{B}_{r}\left(x_{0}\right)\end{cases}
$$

with $\mathcal{A}=F^{\prime \prime}(\nabla a)$. Here, we have set for an arbitrary normed space $(X,|\cdot|)$

$$
\begin{equation*}
V_{p}(z):=\left(1+|z|^{2}\right)^{\frac{p}{2}}-1, \quad z \in X \tag{1.10}
\end{equation*}
$$

The previous theorem will be established in Section 2, where we also address the dependence of the constant $c$ in Remark 2.5. In Section 3, we sketch how it enters partial regularity proofs for functionals of the form (1.1) in Section 3.1, and it is here where we will see the importance of condition (1.6); see Remark 3.3 for more detail. We then conclude with improvements that incorporate uniformly controlled growth in Section 3.2, where also links to Hausdorff dimension bounds for the singular set à la Mingione and the last named author [26] are addressed.

Before we embark on these matters, let us briefly address the entering of the single notions of convexity in the partial regularity proof in the setting of (1.2). Aiming for an excess decay to access the Campanato-Meyers characterisation of Hölder continuity, one combines the above theorem with the Caccioppoli inequality of the second kind. Whereas the above theorem holds for extremisers of Legendre-Hadamard elliptic multiple integrals (which is in particular satisfied by strongly quasiconvex integrands), it is the Caccioppoli inequality that seems to require strong quasiconvexity. It is also at the Caccioppoli inequality of the second kind where minimality instead of extremality is needed: In fact, otherwise the above argument would yield partial regularity of extremisers of strongly quasiconvex integrals, and the latter is well-known to be false by the fundamental work of MÜLLER \& ŠVERÁк [29]. Hence, even though (1.2) implies (1.5), we will only address the partial regularity results in Section 3 for local minimisers of multiple integrals satisfying (1.2).

## Notation

Our notation is mostly standard, but we wish to emphasize some conventions: We shall frequently write $a \lesssim s b$ to express that we have $a \leq c b$ for the two quantities $a, b$ with a constant $c=c(s)>0$. If $a \lesssim s b$ and $b \lesssim_{s} a$, we write $a \simeq_{s} b$. Moreover, whenever $1<p<n$, we use $p^{*}=\frac{n p}{n-p}$ to denote its Sobolev conjugate exponent as usual. Finally, we denote the (euclidean or Hilbert-Schmidt) inner product on $\mathbb{R}^{N}$ or on $\mathbb{R}^{N \times n}$ by $\langle\cdot, \cdot\rangle$, but no ambiguities will arise from this.

## 2. Direct approximation by $\mathcal{A}$-harmonic maps

2.1. Four elementary lemmas. We now provide the proof of the above theorem. To this end, we merely require four elementary ingredients that we display next. We begin with

Lemma 2.1. Let $1<p<\infty$ and let $(X,|\cdot|)$ be a normed space. Then the following hold for all $z \in X$ :
(a) $V_{p}(z) \simeq_{p}\left(\mathbb{1}_{\{|z| \leq 1\}}|z|^{2}+\mathbb{1}_{\{|z|>1\}}|z|^{p}\right)$.
(b) If $p \geq 2$, then $V_{p}(z) \simeq_{p}|z|^{2}+|z|^{p}$.
(c) For any $m>0$ we have $V_{p}(z) \simeq_{p, m}|z|^{2}$ for all $z \in X$ with $|z| \leq m$.
(d) For any $1 \leq r \leq \min \{2, p\}$, the function $t \mapsto V_{p}\left(t^{\frac{1}{r}}\right)$ is convex.
(e) $V_{p^{\prime}}\left(V_{p}(z) /|z|\right) \lesssim_{p} V_{p}(z)$.
(f) $V_{p^{\prime}}\left(V_{p}^{\prime}(z)\right) \lesssim_{p} V_{p}(z)$
(g) $V_{p}(\lambda z) \lesssim_{p} \lambda^{\max \{2, p\}} V_{p}(z)$ for all $\lambda \geq 1$.
(h) $V_{p}(\lambda z) \lesssim_{p} \lambda^{\min \{2, p\}} V_{p}(z)$ for all $\lambda \leq 1$.

Moreover for $z, w \in X$ we additionally have
(i) $V_{p}(z+w) \lesssim_{p} V_{p}(z)+V_{p}(w)$ (subadditivity)
(j) $|z||w| \lesssim_{p} V_{p}(z)+V_{p^{\prime}}(w)$ (Young's inequality).

These assertions are well-known and can be found scattered throughout the literature, however we will outline the proofs for completeness.

Proof. Property (a) is a direct consequence of the definition of $V_{p}$, from which (b), (c), (e) and (f) immediately follow. By (a) we see that $V_{p}(z) \simeq_{p} \max \left\{|z|^{p},|z|^{2}\right\}$ for $p>2$ and $V_{p}(z) \simeq_{p} \min \left\{|z|^{p},|z|^{2}\right\}$ for $p \leq 2$, from where (g) and (h) follow. For (i) we simply note
that $V_{p}\left(z_{1}+z_{2}\right) \leq V_{p}\left(2 z_{1}\right)+V_{p}\left(2 z_{2}\right)$ and use (g) with $\lambda=2$. For (j) we will use (a) and the corresponding power-type estimates

$$
|z||w| \leq\left\{\begin{array}{l}
\frac{1}{2}|z|^{2}+\frac{1}{2}|w|^{2}  \tag{2.1}\\
\frac{1}{p}|z|^{p}+\frac{1}{p^{\prime}}|w|^{p^{\prime}}
\end{array}\right.
$$

which immediately yield the claim for $p \geq 2$ by (b). If $p<2$, we distinguish between the four different cases which arise: We use (2.1) if $|z| \geq 1$ and (2.1) if $|z| \leq 1$. Finally for (d), for $t>0$ we can compute

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} V_{p}\left(t^{\frac{1}{r}}\right)=\frac{1-r}{r^{2}} t^{\frac{1-2 r}{r}} V_{p}^{\prime}\left(t^{\frac{1}{r}}\right)+\frac{1}{r^{2}} t^{\frac{2-2 r}{r}} V_{p}^{\prime \prime}\left(t^{\frac{1}{r}}\right)
$$

Substituting $\xi=t^{\frac{1}{r}}$ this expression is non-negative if and only if

$$
\begin{equation*}
(r-1) \stackrel{!}{\leq} \frac{\xi V_{p}^{\prime \prime}(\xi)}{V_{p}^{\prime}(\xi)}=\frac{(p-1) \xi^{2}+1}{\xi^{2}+1} \quad \text { for all } \xi>0 \tag{2.2}
\end{equation*}
$$

It is easily seen that the ultimate expression is decreasing in $\xi>0$ for $p<2$, leading to its infimal value $(p-1)$ by sending $\xi \rightarrow \infty$, and non-decreasing in $\xi>0$ provided $1<p \leq 2$, leading to its infimal value 1 by inserting $\xi=0$. Summarising, the right-hand side of $(2.2)$ is bounded below by $\min \{p, 2\}-1$, and so $t \mapsto V_{p}\left(t^{\frac{1}{r}}\right)$ is convex if and and only if $r \leq \min \{2, p\}$ as claimed. The proof is complete.

Given $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ of class $\mathrm{C}^{1}$ and $w \in \mathbb{R}^{N \times n}$, we denote

$$
\begin{equation*}
F_{w}(z):=F(w+z)-F(w)-\left\langle F^{\prime}(w), z\right\rangle, \quad z \in \mathbb{R}^{N \times n} \tag{2.3}
\end{equation*}
$$

the corresponding shifted integrand. We then have
Lemma 2.2. Let $1<p<\infty$ and suppose that $F \in \mathrm{C}^{2}\left(\mathbb{R}^{N \times n}\right)$ satisfies (1.5) $)_{1}$ and (1.5) ${ }_{2}$. Then for each $m>0$ there exist constants $L_{m}>0, \nu_{m}>0$, and a non-negative, nondecreasing concave function $\omega_{m}:[0, \infty) \rightarrow[0,2]$ with $\lim _{t \searrow 0} \omega_{m}(t)=0$ such that for all $w \in \mathbb{R}^{N \times n}$ with $|w| \leq m$ the following hold for all $z \in \mathbb{R}^{N \times n}$ :
(a) $\left|F_{w}^{\prime}(z)\right| \leq L_{m}\left(\mathbb{1}_{\{|z| \leq 1\}}|z|+\mathbb{1}_{\{|z|>1\}}|z|^{\max \{1, p-1\}}\right)$.
(b) $\left|F_{w}^{\prime \prime}(0) z-F_{w}^{\prime}(z)\right| \leq L_{m} \omega_{m}(|z|)|z|^{\max \{1, p-1\}}$.
(c) $\nu_{m}|\xi|^{2}|\eta|^{2} \leq\left\langle F_{w}^{\prime \prime}(0)(\xi \otimes \eta),(\xi \otimes \eta)\right\rangle \leq L_{m}|\xi|^{2}|\eta|^{2}$ for all $\xi \in \mathbb{R}^{N}, \eta \in \mathbb{R}^{n}$.

Especially, (a)-(c) hold if $F \in \mathrm{C}^{2}\left(\mathbb{R}^{N \times n}\right)$ satisfies $(1.2)_{1}$ and $(1.2)_{2}$.
Proof. Note that the rank-one convexity of $F$ and the growth condition (1.2) combine to the estimate $\left|F^{\prime}(z)\right| \leq c L\left(1+|z|^{p-1}\right)$; see, e.g., [19, Lem. 5.2]. Also since $F$ is of class $\mathrm{C}^{2}$ on $\mathbb{B}_{m+1}:=\left\{\xi \in \mathbb{R}^{N \times n}:|\xi| \leq m+1\right\}$, we have that $F^{\prime \prime}$ is bounded and uniformly continuous on $\mathbb{B}_{m+1}$; that is, there is $\Lambda_{m}>0$ and a modulus of continuity $\omega_{m}$ as in the statement of the lemma such that

$$
\begin{align*}
\left|F^{\prime \prime}(\xi)\right| & \leq \Lambda_{m}  \tag{2.4}\\
\left|F^{\prime \prime}(\xi)-F^{\prime \prime}(\zeta)\right| & \leq 2 \Lambda_{m} \omega_{m}(|\xi-\zeta|) \tag{2.5}
\end{align*}
$$

for all $\xi, \zeta \in \mathbb{B}_{m+1}$. Moreover replacing $\omega_{m}$ by $\min \left\{2,2 t+\omega_{m}(t)\right\}$, we can assume that $\omega_{m}(t)=2$ for all $t \geq 1$. Now to show (a), noting if $|z| \leq 1$, we have $w+t z \in \mathbb{B}_{m+1}$ for all $t \in[0,1]$ and so

$$
\begin{align*}
\left|F_{w}^{\prime}(z)\right| & \leq\left|F^{\prime}(w+z)-F^{\prime}(w)\right| \leq\left|\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} t} F^{\prime}(w+t z) \mathrm{d} t\right|  \tag{2.6}\\
& \leq \int_{0}^{1}\left|F^{\prime \prime}(w+t z)\right||z| \mathrm{d} t \leq \Lambda_{m}|z|
\end{align*}
$$

whereas for $|z| \geq 1$ we have

$$
\left|F_{w}^{\prime}(z)\right| \leq\left|F^{\prime}(w+z)\right|+\left|F^{\prime}(w)\right||z|^{p-1} \leq c(n, N, p, m, L)|z|^{p-1}
$$

and so (a) follows. For (b), we note that

$$
\begin{equation*}
\left|F_{w}^{\prime \prime}(0) z-F_{w}^{\prime}(z)\right|=\left|\int_{0}^{1}\left(F^{\prime \prime}(w)-F^{\prime \prime}(w+t z)\right) \mathrm{d} t\right||z| \stackrel{(2.5)}{\leq} 2 \Lambda_{m} \omega_{m}(|z|)|z| \tag{2.7}
\end{equation*}
$$

provided $|z| \leq 1$ and, again using the bound $\left|F^{\prime}(z)\right| \leq L\left(1+|z|^{p-1}\right)$,

$$
\left|F_{w}^{\prime \prime}(0) z-F_{w}^{\prime}(z)\right| \leq\left|F^{\prime \prime}(w)\right||z|^{p-1}+c(m, L, p)|z| \leq c\left(m, L, p, \Lambda_{m}\right)|z|^{\max \{1, p-1\}}
$$

for $|z| \geq 1$. Combining the two cases yields the claim. Finally (c) follows by noting that for $\varphi \in \mathrm{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ the functional

$$
\mathcal{J}(t)=\int_{\Omega} F\left(z_{0}+t \nabla \varphi\right)-F\left(z_{0}\right)-\ell_{m} V_{p}\left(z_{0}+t \nabla \varphi\right)+\ell_{m} V_{p}\left(z_{0}\right) \mathrm{d} x
$$

is non-negative and attains its minimum when $t=0$. Hence $\mathcal{J}^{\prime \prime}(0) \geq 0$, which implies the Gårding inequality

$$
\int_{\Omega}\left\langle F^{\prime \prime}\left(z_{0}\right) \nabla \varphi, \nabla \varphi\right\rangle \mathrm{d} x \geq \ell_{m} V_{p}^{\prime \prime}\left(z_{0}\right) \int_{\Omega}|\nabla \varphi|^{2} \mathrm{~d} x
$$

from which the Legendre-Hadamard condition (c) follows. Since quasiconvexity at $z_{0}$ implies rank-one convexity at $z_{0}$, the proof is complete.

Third, we record a Poincaré-Sobolev inequality for $V$-type functionals. The exponents can be improved, but we only require the following basic version:

Lemma 2.3. Let $x_{0} \in \mathbb{R}^{n}$ and $r>0$. Then for any $p \geq 1$ and any $1 \leq s \leq \frac{n}{n-1}$ there exists a constant $C=C(n, M, p, s)>0$ such that

$$
\begin{equation*}
\left(f_{\mathrm{B}_{r}\left(x_{0}\right)}\left(V_{p}\left(\frac{u-(u)_{\mathrm{B}_{r}\left(x_{0}\right)}}{r}\right)\right)^{s} \mathrm{~d} x\right)^{\frac{1}{s}} \leq C f_{\mathrm{B}_{r}\left(x_{0}\right)} V_{p}(\nabla u) \mathrm{d} x \tag{2.8}
\end{equation*}
$$

holds for all $u \in \mathrm{~W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{M}\right)$.
Proof. By translating and rescaling we can assume $x_{0}=0$ and $r=1$, and that $(u)_{\mathrm{B}_{1}(0)}=$ 0 . Define, for $x \in \mathrm{~B}_{1}(0)$, a measure $\mu_{x}$ by $\mu_{x}:=|x-\cdot|^{1-n} \mathscr{L}^{n}$. Then we have $c_{1} \leq$ $\mu_{x}\left(\mathrm{~B}_{1}(0)\right) \leq c_{2}$ for some constants $c_{1}, c_{2}>0$ independent of $x$. In consequence, by the usual Riesz potential bound with some $c_{0}=c_{0}(n)>0$

$$
|u(x)| \leq c_{0} \int_{\mathrm{B}_{1}(0)} \frac{|\nabla u(y)|}{|x-y|^{n-1}} \mathrm{~d} y \quad \text { for } \mathscr{L}^{n} \text {-almost all } x \in \mathrm{~B}_{1}(0)
$$

we deduce by Jensen's inequality and $\widetilde{\mu}_{x}:=\mu_{x} / \mu_{x}\left(\mathrm{~B}_{1}(0)\right)$

$$
\begin{aligned}
\int_{\mathrm{B}_{1}(0)} V_{p}(u(x)) \mathrm{d} x & \leq \int_{\mathrm{B}_{1}(0)} V_{p}\left(c_{0} \int_{\mathrm{B}_{1}(0)} \frac{|\nabla u(y)|}{|x-y|^{n-1}} \mathrm{~d} y\right) \mathrm{d} x \\
& \leq \int_{\mathrm{B}_{1}(0)} V_{p}\left(c_{0} c_{2} \int_{\mathrm{B}_{1}(0)}|\nabla u(y)| \mathrm{d} \widetilde{\mu}_{x}(y)\right) \mathrm{d} x \\
\text { Lem. 2.1(g), Jensen } & \leq(n, p) \int_{\mathrm{B}_{1}(0)} \int_{\mathrm{B}_{1}(0)} V_{p}(\nabla u(y)) \mathrm{d} \mu_{x}(y) \mathrm{d} x \\
& \leq c(n, p) \int_{\mathrm{B}_{1}(0)} V_{p}(\nabla u(y)) \mathrm{d} y,
\end{aligned}
$$

the ultimate estimate being a consequence of Fubini's theorem. Now $\nabla\left(V_{p}(u)\right)=V_{p}^{\prime}(u) \nabla u$ lies in $\mathrm{L}^{1}\left(\mathrm{~B} ; \mathbb{R}^{M \times n}\right)$ using Lemma 2.1 (e) and ( j$)$. Using the Gagliardo-Nirenberg-Sobolev inequality in the second step, we then find

$$
\begin{aligned}
\int_{\mathrm{B}_{1}(0)} V_{p}(u)^{s} \mathrm{~d} x & \leq c(s) \int_{\mathrm{B}_{1}(0)}\left(V_{p}(u)-\left(V_{p}(u)\right)_{\mathrm{B}_{1}(0)}\right)^{s} \mathrm{~d} x \\
& +c(s)\left(\int_{\mathrm{B}_{1}(0)} V_{p}(u(x)) \mathrm{d} x\right)^{s}
\end{aligned}
$$

$$
\begin{aligned}
& \quad \text { GNS } \\
& \leq c(n, s)\left(\int_{\mathrm{B}_{1}(0)}\left|\nabla\left(V_{p}(u)\right)\right| \mathrm{d} x\right)^{s}+c(s)\left(\int_{\mathrm{B}_{1}(0)} V_{p}(u) \mathrm{d} x\right)^{s} \\
& \stackrel{(2.9)}{\leq} c(n, s)\left(\int_{\mathrm{B}_{1}(0)} V_{p}^{\prime}(u)|\nabla u| \mathrm{d} x\right)^{s}+c(s)\left(\int_{\mathrm{B}_{1}(0)} V_{p}(\nabla u) \mathrm{d} x\right)^{s} \\
& =: \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

For term I, we use Lemma 2.1 (f) and (j) and to estimate

$$
\begin{aligned}
\mathrm{I} & \leq c(n, s)\left(\int_{\mathrm{B}_{1}(0)} V_{p^{\prime}}\left(V_{p}^{\prime}(u)\right)+V_{p}(|\nabla u|) \mathrm{d} x\right)^{s} \\
& \leq c(n, s)\left(\int_{\mathrm{B}_{1}(0)} V_{p^{\prime}}\left(V_{p}^{\prime}(u)\right) \mathrm{d} x\right)^{s}+c(n, s)\left(\int_{\mathrm{B}_{1}(0)} V_{p}(\nabla u) \mathrm{d} x\right)^{s} \\
& \leq c(n, s, p)\left(\int_{\mathrm{B}_{1}(0)} V_{p}(u) \mathrm{d} x\right)^{s}+c(s)\left(\int_{\mathrm{B}_{1}(0)} V_{p}(\nabla u) \mathrm{d} x\right)^{s} .
\end{aligned}
$$

Estimating the penultimate term by (2.9) and keeping II as it is, (2.8) follows. The proof is complete.

Fourth, we gather the natural $\mathrm{L}^{p}$-estimates for strongly elliptic systems. The following is sketched in [21, Proposition 2.11] using a well-known method of Stampacchia [32]; c.f. [19, Chpt. 10].

Lemma 2.4. Let $\mathcal{A}$ be a bilinear form on $\mathbb{R}^{N \times n}$ that satisfies $\lambda|z|^{2} \leq\langle\mathcal{A} z, z\rangle \leq \Lambda|z|^{2}$ for all rank-one matrices $z \in \mathbb{R}^{N \times n}$ and some $0<\lambda \leq \Lambda<\infty$. Moreover, let $2 \leq p<\infty$ and, for $H: \mathrm{B}_{1}(0) \rightarrow \mathbb{R}^{N}$ and $\vartheta: \partial \mathrm{B}_{1}(0) \rightarrow \mathbb{R}^{N}$ to be specified below, consider the system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla v)=H & \text { in } \mathrm{B}_{1}(0)  \tag{2.10}\\ v=\vartheta & \text { on } \partial \mathrm{B}_{1}(0)\end{cases}
$$

Then the following hold:
(a) For any $H \in \mathrm{~L}^{p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$, there exists a unique (weak) solution

$$
v \in\left(\mathrm{~W}_{0}^{1, p} \cap \mathrm{~W}^{2, p}\right)\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right)
$$

of (2.10) with $\vartheta \equiv 0$ and we have $\|v\|_{\mathrm{W}^{2, p}\left(\mathrm{~B}_{1}(0)\right)} \leq c(n, p, \Lambda / \lambda)\|H\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right)}$.
(b) For any $G \in \mathrm{~W}^{1, p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$, there exists a unique (weak) solution

$$
v \in \mathrm{~W}_{0}^{1, p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)
$$

of (2.10) with $H=-\operatorname{div}(\mathcal{A} \nabla G)$ and $\vartheta \equiv 0$, and we have $\|\nabla v\|_{L^{p}\left(\mathrm{~B}_{1}(0)\right)} \leq$ $c(p, n, \Lambda / \lambda)\|G\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right)}$.
(c) For any $\vartheta \in \mathrm{W}^{1-1 / p, p}\left(\partial \mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$ there exists a unique (weak) solution $v \in$ $\left(\mathrm{C}^{\infty} \cap \mathrm{W}_{\vartheta}^{1, p}\right)\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right)$ of $(2.10)$ with $H \equiv 0$, and we have $\|v\|_{\mathrm{W}^{1, p}\left(\mathrm{~B}_{1}(0)\right)} \leq$ $c(n, p, \Lambda / \lambda)\|\vartheta\|_{\mathrm{W}^{1-1 / p, p}\left(\partial \mathrm{~B}_{1}(0)\right)}$. Moreover, there exists a constant $C(n, p, \Lambda / \lambda)>$ 0 such that we have for all $0<r<1$ and all $A \in \mathbb{R}^{N \times n}$

$$
\begin{equation*}
\sup _{x \in \mathrm{~B}_{r / 2}(0)}|\nabla u(x)-A|+r \sup _{x \in \mathrm{~B}_{r / 2}(0)}\left|\nabla^{2} u(x)\right| \leq c f_{\mathrm{B}_{r}(0)}|\nabla u-A| \mathrm{d} y \tag{2.11}
\end{equation*}
$$

In the sequel we will use (b), (a) with a corresponding $V$-functional estimate when $p \geq 2$. This simply follows by using Lemma 2.1 (b) so for instance in (b) we using the cases $2, p \geq 2$ we have

$$
\begin{align*}
\int_{\mathrm{B}_{1}(0)} V_{p}\left(\nabla^{2} v\right) \mathrm{d} x & \simeq \int_{\mathrm{B}_{1}(0)}\left|\nabla^{2} v\right|^{2}+\left|\nabla^{2} v\right|^{p} \mathrm{~d} x \\
& \lesssim \int_{\mathrm{B}_{1}(0)}|H|^{2}+|H|^{p} \mathrm{~d} x \simeq \int_{\mathrm{B}_{1}(0)} V_{p}(H) \mathrm{d} x \tag{2.12}
\end{align*}
$$

2.2. Proof of the theorem. Based on the preceding lemmas, we now give the

Proof of the theorem. For the maps $\widetilde{u}, \widetilde{h}$ as in the theorem and any $\varphi: \mathrm{B}_{r}\left(x_{0}\right) \rightarrow \mathbb{R}^{N}$, we rescale to the unit ball and put for $x \in \mathrm{~B}:=\mathrm{B}_{1}(0)$

$$
\widetilde{U}(x):=\frac{1}{r} \widetilde{u}\left(x_{0}+r x\right), \quad \Psi(x):=\frac{1}{r}(\widetilde{u}-\widetilde{h})\left(x_{0}+r x\right), \quad \Phi(x):=\frac{1}{r} \varphi\left(x_{0}+r x\right) .
$$

The statement of the theorem will then follow by rescaling to the ball $\mathrm{B}_{r}\left(x_{0}\right)$. For future reference, we then record that $\widetilde{U}$ satisfies the Euler-Lagrange system

$$
\begin{equation*}
\int_{\mathrm{B}}\left\langle F_{\nabla a}^{\prime}(\nabla \widetilde{U}), \nabla \Phi\right\rangle \mathrm{d} x=0 \quad \text { for all } \Phi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B} ; \mathbb{R}^{N}\right) \tag{2.13}
\end{equation*}
$$

Moreover, by the growth bound from Lemma 2.2 (a) and a density argument, this holds for all $\Phi \in \mathrm{W}_{0}^{1, \max \left\{p, p^{\prime}\right\}}\left(\mathrm{B} ; \mathbb{R}^{N}\right)$. We will now distinguish between the cases $1<p<2$ and $p \geq 2$.

Case 1: $1<p<2$. We define the truncation operator $\mathbb{T}_{p}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ via

$$
\mathbb{T}_{p}(z):= \begin{cases}z & \text { if }|z| \leq 1  \tag{2.14}\\ |z|^{p-2} z & \text { if }|z|>1\end{cases}
$$

Recalling that $\mathcal{A}:=F^{\prime \prime}(\nabla a)$, we then consider the Legendre-Hadamard elliptic system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla \Phi)=\mathbb{T}_{p}(\Psi) & \text { in } \mathrm{B}  \tag{2.15}\\ \Phi=0 & \text { on } \partial \mathrm{B}\end{cases}
$$

We note that since $\Psi \in \mathrm{L}^{p}\left(\mathrm{~B} ; \mathbb{R}^{N}\right)$, we have $\mathbb{T}_{p}(\Psi) \in \mathrm{L}^{p^{\prime}}\left(\mathrm{B} ; \mathbb{R}^{N}\right)$ and so Lemma 2.4 (a) implies that there exists a unique solution $\Phi \in\left(\mathrm{W}_{0}^{1, p^{\prime}} \cap \mathrm{W}^{2, p^{\prime}}\right)\left(\mathrm{B} ; \mathbb{R}^{N}\right)$ of (2.15). Clearly, for any $\delta>0, \delta \Phi$ then is the unique solution of the system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla(\delta \Phi))=\delta \mathbb{T}_{p}(\Psi) & \text { in } \mathrm{B}  \tag{2.16}\\ \Phi=0 & \text { on } \partial \mathrm{B}\end{cases}
$$

Moreover since $p^{\prime} \geq 2$, by applying Lemma 2.4 (a) with $2, p^{\prime}$ in place of $p$ and combining with Lemma 2.1 (a) as in (2.12), we have the estimate

$$
\begin{equation*}
\int_{\mathrm{B}} V_{p^{\prime}}\left(\delta \nabla^{2} \Phi\right) \mathrm{d} x \leq c \int_{\mathrm{B}} V_{p^{\prime}}\left(\delta \mathbb{T}_{p}(\Psi)\right) \mathrm{d} x . \tag{2.17}
\end{equation*}
$$

Noting $(\nabla \Phi)_{\mathrm{B}}=0$ since $\Phi$ vanishes on $\partial \mathrm{B}$, we can estimate for any $\delta>0$

$$
\begin{align*}
\left(\int_{\mathrm{B}} V_{p^{\prime}}(\delta \nabla \Phi)^{\frac{n}{n-1}} \mathrm{~d} x\right)^{\frac{n-1}{n}} & \stackrel{\text { Lem. } 2.3}{\leq} c \int_{\mathrm{B}} V_{p^{\prime}}\left(\delta \nabla^{2} \Phi\right) \mathrm{d} x  \tag{2.18}\\
& \stackrel{(2.17)}{\leq} c \int_{\mathrm{B}} V_{p^{\prime}}\left(\delta \mathbb{T}_{p}(\Psi)\right) \mathrm{d} x
\end{align*}
$$

where $c$ is independent of $\delta$. Using $\Psi \in \mathrm{W}_{0}^{1, p}\left(\mathrm{~B}, \mathbb{R}^{N}\right)$ as a test function and noting that $\Phi \in\left(\mathrm{W}_{0}^{1, p} \cap \mathrm{~W}_{0}^{1, p^{\prime}}\right)\left(\mathrm{B} ; \mathbb{R}^{N}\right)$ is also admissible for (1.9) and (2.13) we obtain

\[

\]

Now for $\delta>0$ to be determined, by Young's inequality (Lemma 2.1 (j)) we have

$$
\begin{aligned}
\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x & \leq c \delta \int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x+c \delta \int_{\mathrm{B}} V_{p^{\prime}}\left(\omega_{m}(|\nabla \widetilde{U}|) \delta^{-1} \nabla \Phi\right) \mathrm{d} x \\
& =: c\left(\mathrm{I}_{1}+\mathrm{I}_{2}\right) .
\end{aligned}
$$

Now by convexity of $V_{p^{\prime}}$ the second term can be estimated as

$$
\begin{align*}
& \mathrm{I}_{2} \quad \omega_{m}(\cdot) \leq 1, \text { Lem. 2.1(h) } \quad \delta \int_{\mathrm{B}} \omega_{m}(|\nabla \widetilde{U}|) V_{p^{\prime}}\left(\delta^{-1} \nabla \Phi\right) \mathrm{d} x \\
& \stackrel{\text { Hölder }}{\leq} \quad\left\|\omega_{m}(|\nabla \widetilde{U}|)\right\|_{\mathrm{L}^{n}(\mathrm{~B})}\left\|\delta V_{p^{\prime}}\left(\delta^{-1} \nabla \Phi\right)\right\|_{\mathrm{L}^{\frac{n}{n-1}}(\mathrm{~B})} \\
& \omega_{m}(\cdot) \leq 1,(2.18) \quad c\left(\int_{\mathrm{B}} \omega_{m}(|\nabla \widetilde{U}|) \mathrm{d} x\right)^{\frac{1}{n}} \int_{\mathrm{B}} \delta V_{p^{\prime}}\left(\delta^{-1} \mathbb{T}_{p}(\Psi)\right) \mathrm{d} x  \tag{2.19}\\
& \stackrel{\text { Jensen }}{\leq} \quad c\left(\rho\left(\int_{\mathrm{B}} V_{p}(|\nabla \widetilde{U}|) \mathrm{d} x\right)\right)^{\frac{1}{n}} \int_{\mathrm{B}} \delta V_{p^{\prime}}\left(\delta^{-1} \mathbb{T}_{p}(\Psi)\right) \mathrm{d} x,
\end{align*}
$$

where $\rho=\omega_{m} \circ V_{p}^{-1}$, noting it is concave. Now we use Lemma 2.1 (g), (h) distinguishing between the cases $\delta \leq 1$ and $\delta>1$ to estimate

$$
\begin{align*}
\int_{\mathrm{B}} \delta V_{p^{\prime}}\left(\delta^{-1} \mathbb{T}_{p}(\Psi)\right) \mathrm{d} x & \leq c\left(\delta^{1-p^{\prime}} \mathbb{1}_{\{\delta<1\}}+\delta^{-1} \mathbb{1}_{\{\delta \geq 1\}}\right) \int_{\mathrm{B}} V_{p^{\prime}}\left(\mathbb{T}_{p}(\Psi)\right) \mathrm{d} x \\
& \leq c\left(\delta^{1-p^{\prime}} \mathbb{1}_{\{\delta<1\}}+\delta^{-1} \mathbb{1}_{\{\delta \geq 1\}}\right) \int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x \tag{2.20}
\end{align*}
$$

where we used the estimate $V_{p^{\prime}}\left(\mathbb{T}_{p}(\Psi)\right) \lesssim_{p} V_{p}(\Psi)$, which follows from Lemma 2.1 (a). Incorporating this into the estimate for $\mathrm{I}_{2}$, we arrive at

$$
\begin{align*}
& \int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x \leq c \delta \int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x \\
& \quad+c\left(\delta^{1-p^{\prime}} \mathbb{1}_{\{\delta<1\}}+\delta^{-1} \mathbb{1}_{\{\delta \geq 1\}}\right)\left(\rho\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)\right)^{\frac{1}{n}} \int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x  \tag{2.21}\\
& \quad=: \delta A+\left(\delta^{1-p^{\prime}} \mathbb{1}_{\{\delta<1\}}+\delta^{-1} \mathbb{1}_{\{\delta \geq 1\}}\right) B .
\end{align*}
$$

Now we wish to extremise $\delta$. If $A>B$ we take $\delta=(B / A)^{\frac{1}{p^{\prime}}}<1$, and if $A \leq B$ we take $\delta=(B / A)^{\frac{1}{2}}$. This gives

$$
\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x \leq \begin{cases}A^{\frac{1}{p}} B^{\frac{1}{p^{\prime}}} & \text { if } A>B  \tag{2.22}\\ A^{\frac{1}{2}} B^{\frac{1}{2}} & \text { if } A \leq B\end{cases}
$$

so noting that $\rho(\cdot) \leq 1$ we arrive at

$$
\begin{equation*}
\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x \leq c\left(\rho\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)\right)^{\frac{p-1}{n}} \int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x \tag{2.23}
\end{equation*}
$$

Hence the result follows by taking $H(t)=\rho(t)^{\frac{p-1}{n}} t$.
Case 2. $p \geq 2$. In this case, we put slightly different from above $p_{*}:=\frac{n p}{n+p}$ so that $1<p_{*}<\min \{n, p\}$ and $\left(p_{*}\right)^{*}=p$. Note that $\Psi$ satisfies

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla \Psi)=-\operatorname{div}(\mathcal{A} \nabla \widetilde{U}) & \text { in } \mathrm{B}  \tag{2.24}\\ \Psi=0 & \text { on } \partial \mathrm{B}\end{cases}
$$

by definition of $\Psi$. In consequence, Lemma 2.4 (b) yields by Sobolev's inequality
(2.25) $\quad\|\Psi\|_{\mathrm{L}^{p}(\mathrm{~B})} \stackrel{\left(p_{*}\right)^{*}=p}{\leq} c\|\nabla \Psi\|_{\mathrm{L}^{p_{*}}(\mathrm{~B})} \stackrel{\text { Lem. 2.4 (b) }}{\leq} c\|\nabla \widetilde{U}\|_{\mathrm{L}^{p_{*}}(\mathrm{~B})} \stackrel{\text { Hölder }}{\leq} c\|\nabla \widetilde{U}\|_{\mathrm{L}^{q}(\mathrm{~B})}$
for any choice of $q \in\left(p_{*}, p\right)$. Moreover if $p>2$ we may choose $q>2$, so there is $\lambda \in(0,1)$ for which $q=2 \lambda+p(1-\lambda)$. Hence

$$
\begin{equation*}
t^{q}=\exp (q \log (t)) \leq \exp \left(\lambda \log \left(t^{2}\right)+(1-\lambda) \log \left(t^{p}\right)\right) \leq \lambda t^{2}+(1-\lambda) t^{p} \tag{2.26}
\end{equation*}
$$

holds for all $t>0$ and thus from (2.25) we deduce

$$
\begin{align*}
& \int_{\mathrm{B}}|\Psi|^{p} \mathrm{~d} x \stackrel{(2.25)}{\leq} c\left(\int_{\mathrm{B}}|\nabla \widetilde{U}|^{q} \mathrm{~d} x\right)^{\frac{p}{q}}  \tag{2.27}\\
& \quad \stackrel{(2.26)}{\leq} c\left(\int_{\mathrm{B}}|\nabla \widetilde{U}|^{2}+|\nabla \widetilde{U}|^{p} \mathrm{~d} x\right)^{\frac{p}{q}} \stackrel{\text { Lem.2.1 (b) }}{\leq} c\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p}{q}} .
\end{align*}
$$

Different from case 1, we now let $\Phi$ be the solution of the Legendre-Hadamard elliptic system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla \Phi)=\Psi & \text { in } \mathrm{B},  \tag{2.28}\\ \Phi=0 & \text { on } \partial \mathrm{B}\end{cases}
$$

We set $p^{\#}:=\frac{n p}{n-1}$, so that $p^{\#}<p^{*}$. Then the Poincaré-Sobolev inequality (noting $(\nabla \Phi)_{\mathrm{B}}=$ 0 ) and the usual $\mathrm{W}^{2, p}$-estimates imply

$$
\begin{equation*}
\|\nabla \Phi\|_{\mathrm{L}^{p^{\#}}(\mathrm{~B})} \leq c\left\|\nabla^{2} \Phi\right\|_{\mathrm{L}^{p}(\mathrm{~B})} \stackrel{\text { Lem. } 2.4 \text { (a) }}{\leq} c\|\Psi\|_{\mathrm{L}^{p}(\mathrm{~B})} \leq c\left(\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x\right)^{\frac{1}{p}} \tag{2.29}
\end{equation*}
$$

We now argue as in the superquadratic case, so we have

$$
\begin{array}{rll}
\int_{\mathrm{B}}|\Psi|^{2} \mathrm{~d} x & \stackrel{(2.28)}{=} & \int_{\mathrm{B}}\langle\mathcal{A} \nabla \Phi, \nabla \Psi\rangle \mathrm{d} x \\
& \stackrel{(2.24)}{=} & \int_{\mathrm{B}}\langle\mathcal{A} \nabla \widetilde{U}, \nabla \Phi\rangle \mathrm{d} x \\
& \stackrel{(2.28)}{=} & \int_{\mathrm{B}}\left\langle\left(F^{\prime \prime}(\nabla) \nabla \widetilde{U}-F_{\nabla a}^{\prime}(\nabla \widetilde{U})\right), \nabla \Phi\right\rangle \mathrm{d} x  \tag{2.30}\\
& \stackrel{\text { Lem. 2.2 (b) }}{\leq} & c \int_{\mathrm{B}} \omega_{m}(|\nabla \widetilde{U}|)|\nabla \widetilde{U}|^{p-1}|\nabla \Phi| \mathrm{d} x \\
& \stackrel{\text { Hölder }}{\leq} & c\left\|\omega_{m}(|\nabla \widetilde{U}|)\right\|_{\mathrm{L}^{n p}(\mathrm{~B})}\|\nabla \widetilde{U}\|_{\mathrm{L}^{p}(\mathrm{~B})}^{p-1}\|\nabla \Phi\|_{\mathrm{L}^{p^{\#}}(\mathrm{~B})},
\end{array}
$$

noting that $\frac{1}{n p}+\frac{1}{p^{\prime}}+\frac{1}{p^{\sharp}}=1$. We now estimate the three terms separately; applying Jensen to the concave function $\rho=\omega_{m} \circ V_{p}^{-1} \leq 1$, noting $|\cdot|^{p} \leq V_{p}$ by Lemma 2.1 (a), and using (2.29) we estimate

$$
\begin{align*}
\int_{\mathrm{B}}|\Psi|^{2} \mathrm{~d} x & \leq c\left(\rho\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)\right)^{\frac{1}{n p}} \times  \tag{2.31}\\
& \times\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p-1}{p}}\left(\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x\right)^{\frac{1}{p}}
\end{align*}
$$

If $p=2$ we have $V_{2}(z)=|z|^{2}$ so the result follows with $H(t)=\rho(t)^{\frac{1}{n}} t$. Else if $p>2$, combining (2.27) and (2.31) using Lemma 2.1 (a) we deduce that

$$
\begin{align*}
\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x & \leq c \int_{\mathrm{B}}|\Psi|^{2}+|\Psi|^{p} \mathrm{~d} x \\
\leq & c\left(\rho\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)\right)^{\frac{1}{n_{p}}}\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p-1}{p}}\left(\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x\right)^{\frac{1}{p}}  \tag{2.32}\\
& +c\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p}{q}}
\end{align*}
$$

Now applying Young's inequality to the first term we can absorb the $V_{p}(\Psi)$ term to the lefthand side giving

$$
\int_{\mathrm{B}} V_{p}(\Psi) \mathrm{d} x \leq c\left(\rho\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)\right)^{\frac{1}{n(p-1)}} \int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x \|+\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p}{q}}
$$

and so the result follows by taking $H(t)=\rho(t)^{\frac{1}{n(p-1)}} t+t^{\frac{p}{q}}$ (recall that $p>q$ ).

Remark 2.5 (Dependence of constants). A careful analysis of the above proof reveals that the constant $c$ in the main theorem has the dependence

$$
\begin{equation*}
c=c\left(n, N, p, L_{m} / \nu_{m}\right)>0 \tag{2.33}
\end{equation*}
$$

where $L_{m}, \nu_{m}>0$ are given as in Lemma 2.2. This follows by noting that if $\nu_{m}>0$ is as in Lemma 2.2, by considering $\nu_{m}^{-1} F$ we can assume that $\nu_{m}=1$. In addition, the superlinear function $H$ is seen to take an explicit form depending on $n, p$ and $\omega_{m}$ only.

Remark 2.6 (Estimates for the gradient). One may also work purely at the level of gradients, and establish an estimate of the form

$$
\begin{equation*}
\left(f_{\mathrm{B}} V_{p}(\nabla \Psi)^{\theta} \mathrm{d} x\right)^{\frac{1}{\theta}} \leq c \widetilde{H}\left(f_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right) \tag{2.34}
\end{equation*}
$$

with $\theta=\frac{n}{n+1} \in(0,1)$, with $\widetilde{H}$ a superlinear function. This is in the spirit of the sharp $\mathcal{A}$ harmonic approximations results of CrUZ-URIbE \& Diening [10]; in particular, it shows that the problem of regularity is solely one of higher integrability, and oscillation effects are not an issue.

The argument is similar to that of the main theorem, where we instead choose our test function $\Phi$ to satisfy the auxiliary system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla \Phi)=-\operatorname{div} G & \text { in } \mathrm{B}  \tag{2.35}\\ \Phi=0 & \text { on } \partial \mathrm{B}\end{cases}
$$

where $G$ is chosen to satisfy

$$
G \cdot \nabla \Psi= \begin{cases}V_{p}(\nabla \Psi)^{\frac{n}{n+1}} & \text { if } p<2  \tag{2.36}\\ |\nabla \Psi|^{\frac{n}{n+1}} & \text { if } p \geq 2\end{cases}
$$

For our purposes (1.8) is sufficient however, so we will postpone the proof of the case $p \geq 2$ to the appendix, which proceeds along similar lines to above proof.

## 3. Application to partial regularity

3.1. Partial regularity. We conclude the paper by outlining how the main theorem can be used to derive the partial regularity of local minimisers of variational integrals subject to (1.2). We state the corresponding result first:

Theorem 3.1 (Partial regularity). Let $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfy (1.2), $\Omega \subset \mathbb{R}^{n}$ be open and bounded and let $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ be a local minimiser of the variational integral (1.1). Moreover, denote the regular set

$$
\operatorname{Reg}_{u}:=\left\{x \in \Omega: u \text { is of class } \mathrm{C}^{1, \alpha} \text { for all } 0<\alpha<1 \text { in a neighbourhood of } x\right\}
$$

and hereafter the singular set $\operatorname{Sing}_{u}:=\Omega \backslash \operatorname{Reg}_{u}$. Then we have the decomposition $\operatorname{Sing}_{u}=$ $\operatorname{Sing}_{u, 1} \cup \operatorname{Sing}_{u, 2}$ where

$$
\begin{align*}
& \operatorname{Sing}_{u, 1}=\left\{x \in \Omega: \liminf _{r \backslash 0} f_{\mathrm{B}_{r}(x)} V_{p}\left(\nabla u-(\nabla u)_{\mathrm{B}_{r}(x)}\right) \mathrm{d} y>0\right\}  \tag{3.1}\\
& \operatorname{Sing}_{u, 2}=\left\{x \in \Omega: \liminf _{r \searrow 0}\left|(\nabla u)_{\mathrm{B}_{r}(x)}\right|=+\infty\right\} . \tag{3.2}
\end{align*}
$$

Especially, $\operatorname{Reg}_{u}$ is relatively open in $\Omega, \mathscr{L}^{n}\left(\operatorname{Sing}_{u}\right)=0$ and hence $u$ is of class $\mathrm{C}^{1, \alpha}$ in $\operatorname{Reg}_{u}$ for any $\alpha \in(0,1)$.

The previous theorem is essentially due to Evans [16] and Acerbi \& Fusco [1] for the superquadratic regime $p \geq 2$ and due to CAROZZA, FUSCO \& Mingione in the subquadratic case $1<p<2$. Theorem 3.1 arises as an $\varepsilon$-regularity result, in turn being approached by an excess decay and the Campanato-Meyers characterisation of Hölder continuity. Since the
passage from the excess decay to Hölder continuity is by now standard, we will focus on the former.

Besides our main theorem, the present proof of Theorem 3.1 only requires the Caccioppoli inequality of the second kind: Subject to the hypotheses from (1.2) and given $m>0$, there exists a constant $c=c\left(n, N, p, L_{m} / \nu_{m}\right)>0$ such that

$$
\begin{equation*}
f_{\mathrm{B}_{r}\left(x_{0}\right)} V_{p}(\nabla(u-a)) \mathrm{d} x \leq c f_{\mathrm{B}_{2 r}\left(x_{0}\right)} V_{p}\left(\frac{u-a}{r}\right) \mathrm{d} x \tag{3.3}
\end{equation*}
$$

holds whenever $u \in \mathrm{~W}_{\text {loc }}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local minimiser of $\mathscr{F}, a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ is affine-linear with $|\nabla a| \leq m$, and $\mathrm{B}_{2 r}\left(x_{0}\right) \Subset \Omega$. To this end, we define the excess of $u$ on the ball $\mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega$ via

$$
\mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right]:=f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}\left(\nabla u-(\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right) \mathrm{d} x
$$

and assume that we have for some $M>0$ and $0<\varepsilon<1$

$$
\begin{align*}
& \left|f_{\mathrm{B}_{R}\left(x_{0}\right)} \nabla u \mathrm{~d} x\right|<M,  \tag{3.4}\\
& f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|\nabla u-(\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right|^{p} \mathrm{~d} x<\varepsilon .
\end{align*}
$$

Without loss of generality, we assume $0<R<1$ in the sequel. We let $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be given by $a(x):=(\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\left(x-x_{0}\right)+(u)_{\mathrm{B}_{r}\left(x_{0}\right)}$, so that we have $|\nabla a| \leq M$ by (3.4) ${ }_{1}$, and write $\widetilde{u}=u-a$ as before. In the following, let $h$ be the unique solution of the Legendre-Hadamard elliptic system

$$
\begin{cases}-\operatorname{div}\left(F^{\prime \prime}\left((\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right) \nabla h\right)=0 & \text { in } \mathrm{B}_{R}\left(x_{0}\right)  \tag{3.5}\\ h=u & \text { on } \partial \mathrm{B}_{R}\left(x_{0}\right)\end{cases}
$$

In particular, $\widetilde{h}:=h-a$ satisfies

$$
-\operatorname{div}\left(F^{\prime \prime}\left((\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right) \nabla \widetilde{h}\right)=0 \quad \text { in } \mathrm{B}_{R}\left(x_{0}\right)
$$

with its own boundary values along $\partial \mathrm{B}_{R}(0)$. As a consequence, we obtain by Lemma 2.4 (c) for any $1<r \leq p$

$$
\begin{align*}
\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}| \mathrm{d} x\right) & \leq\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}|^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \leq c\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|\frac{\widetilde{u}}{R}\right|^{r} \mathrm{~d} x+f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{u}|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}  \tag{3.6}\\
& \leq c\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{u}|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}\left(\stackrel{(3.4)_{2}}{<} c \varepsilon^{\frac{1}{p}}<c\right)
\end{align*}
$$

with $c=c\left(n, N, p, r, L_{m} / \nu_{m}\right)$, where we used Poincarés inequality in the last line noting that $(\widetilde{u})_{\mathrm{B}_{R}\left(x_{0}\right)}=0$. Again by Lemma 2.4 (c), this implies

$$
\begin{equation*}
\left|\nabla \widetilde{h}\left(x_{0}\right)\right| \leq c f_{\mathrm{B}_{R / 2}\left(x_{0}\right)}|\nabla \widetilde{h}| \mathrm{d} y \leq c\left(f_{\mathrm{B}_{\mathrm{B}_{R}\left(x_{0}\right)}}|\nabla \widetilde{h}|^{p} \mathrm{~d} y\right)^{\frac{1}{p}(3.6)}<c \varepsilon^{\frac{1}{p}} \tag{3.7}
\end{equation*}
$$

with a constant $c=c\left(n, N, p, L_{m} / \nu_{m}\right)>0$, and thus

$$
\begin{equation*}
\left|\nabla h\left(x_{0}\right)\right| \leq\left|\nabla \widetilde{h}\left(x_{0}\right)\right|+|\nabla a|<c+M=: m \tag{3.8}
\end{equation*}
$$

fixing the threshold number $m>0$ in the sequel.
Now let $0<\sigma<\frac{1}{3}$ be arbitrary but fixed. By Jensen's inequality we first deduce for some constant $c=c(p)>0$

$$
\begin{equation*}
f_{\mathrm{B}_{\sigma R}\left(x_{0}\right)} V_{p}\left(\nabla u-(\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right) \mathrm{d} x \leq c \inf _{\pi \text { affine-linear }} f_{\mathrm{B}_{\sigma R}\left(x_{0}\right)} V_{p}(\nabla(u-\pi)) \mathrm{d} x . \tag{3.9}
\end{equation*}
$$

We now set $b(x):=\nabla h\left(x_{0}\right)\left(x-x_{0}\right)+h\left(x_{0}\right)$, so that $|\nabla b|<m$ by (3.8). Recalling our notation $\widetilde{u}:=u-a$, we then invoke the Caccioppoli inequality (3.3) with $m>0$ as in (3.8) to find for $0<\sigma<\frac{1}{3}$

$$
\begin{align*}
& \mathbb{E}_{p}\left[u ; \mathrm{B}_{\sigma R}\left(x_{0}\right)\right] \stackrel{(3.3),(3.9)}{\leq} c f_{\mathrm{B}_{2 \sigma R}\left(x_{0}\right)} V_{p}\left(\frac{u-b}{\sigma R}\right) \mathrm{d} x \\
&=c f_{\mathrm{B}_{2 \sigma R}\left(x_{0}\right)} V_{p}\left(\frac{(\widetilde{u}-\widetilde{h})-(b-h)}{\sigma R}\right) \mathrm{d} x  \tag{3.10}\\
& \stackrel{\text { Lem. } 2.1(\mathrm{j})}{ } \quad c f_{\mathrm{B}_{2 \sigma R}\left(x_{0}\right)} V_{p}\left(\frac{\widetilde{u}-\widetilde{h}}{\sigma R}\right) \mathrm{d} x+c f_{\mathrm{B}_{2 \sigma R}\left(x_{0}\right)} V_{p}\left(\frac{b-h}{\sigma R}\right) \mathrm{d} x \\
&=: \mathrm{I}+\mathrm{II} .
\end{align*}
$$

The estimation of I is carried out by virtue of our main theorem, whereas II is dealt with by routine bounds on $\mathcal{A}$-harmonic maps. More precisely, recalling the function $H$ from the main theorem, we have

$$
\begin{align*}
& \mathrm{I} \stackrel{\text { Lem. } 2.1(\mathrm{~g})}{\leq} \frac{c}{\sigma^{n+\max \{2, p\}}} f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}\left(\frac{\widetilde{u}-\widetilde{h}}{R}\right) \mathrm{d} x  \tag{3.11}\\
& \quad \leq \frac{c}{\sigma^{n+\max \{2, p\}}} H\left(f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}(\nabla \widetilde{u}) \mathrm{d} x\right)
\end{align*}
$$

with $c=c\left(n, N, p, L_{m} / \nu_{m}\right)$ by Remark 2.5. We turn to the estimation of II. For future reference, we fix $r:=\min \{2, p\}$, so that the function $\mathfrak{V}_{p}(t):=V_{p}\left(t^{\frac{1}{r}}\right)$ is convex by Lemma 2.1 (e). We first note that we have for any $x \in \mathrm{~B}_{2 \sigma R}\left(x_{0}\right)$

$$
\begin{align*}
\sup _{x \in \mathrm{~B}_{2 \sigma R}\left(x_{0}\right)} \frac{|b(x)-h(x)|}{\sigma R} & \leq c \sup _{x \in \mathrm{~B}_{2 \sigma R}\left(x_{0}\right)} \frac{\left|x-x_{0}\right|^{2}}{\sigma R}\left|\nabla^{2} \widetilde{h}(x)\right| \\
& \leq \underset{\sim}{\text { Lem. 2.4(c) }} c \sigma f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}| \mathrm{d} x  \tag{3.12}\\
& \leq c \sigma\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \leq \mathrm{C}
\end{align*}
$$

the ultimate estimate being valid by $(3.7)_{2},(3.7)_{3}$, where $\mathrm{C}=\mathrm{C}\left(n, N, p, L_{m} / \nu_{m}\right)>0$ is a constant. Therefore, Lemma 2.1 (c) yields for another constant $c=c\left(n, N, p, m, L_{m} / \nu_{m}\right)>$ 0 that

$$
\begin{align*}
& \mathrm{II} \leq c \sup _{x \in \mathrm{~B}_{2 \sigma R}\left(x_{0}\right)}\left|\frac{b(x)-h(x)}{\sigma R}\right|^{2} \stackrel{(3.12)_{1},(3.12)_{2}}{\leq} c \sigma^{2}\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}(x)| \mathrm{d} x\right)^{2} \\
& \quad \begin{array}{l}
\text { (3.6), Lem. 2.4(c) } \\
\leq
\end{array} \sigma^{2} V_{p}\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}| \mathrm{d} x\right)  \tag{3.13}\\
& \quad \begin{array}{l}
\text { Jensen } \\
\leq \\
\leq
\end{array} \sigma^{2} \mathfrak{V}_{p}\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{h}|^{r} \mathrm{~d} x\right) \stackrel{(3.6)}{\leq} c \sigma^{2} \mathfrak{V}_{p}\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \widetilde{u}|^{r} \mathrm{~d} x\right) \\
& \quad \begin{array}{l}
\text { Jensen } \\
\leq \\
\end{array} \sigma^{2} f_{\mathrm{B}_{R}\left(x_{0}\right)} \mathfrak{V}_{p}\left(|\nabla \widetilde{u}|^{r}\right) \mathrm{d} x=c \sigma^{2} f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}(\nabla \widetilde{u}) \mathrm{d} x
\end{align*}
$$

by definition of $\mathfrak{V}_{p}$. Thus, combining the estimates for $I$ and II yields

$$
\mathrm{I}+\mathrm{II} \leq c\left(\frac{1}{\sigma^{n+\max \{2, p\}}} H\left(f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}(\nabla \widetilde{u}) \mathrm{d} x\right)+\sigma^{2} f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}(\nabla \widetilde{u}) \mathrm{d} x\right)
$$

whereby we conclude with the auxiliary function $\Psi(t):=H(t) / t$ that

$$
\begin{equation*}
\mathbb{E}_{p}\left[u ; \mathrm{B}_{\sigma R}\left(x_{0}\right)\right] \leq c\left(\frac{1}{\sigma^{n+\max \{2, p\}}} \Psi\left(\mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right]\right)+\sigma^{2}\right) \mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right] \tag{3.14}
\end{equation*}
$$

Estimate (3.14) now gives rise to the following excess decay estimate:

Corollary 3.2. Let $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ be a variational integrand that satisfies (1.2) and let $\omega_{m}:[0, \infty] \rightarrow[0,1]$ be the modulus of continuity from Lemma 2.2. Given $0<\alpha<1$ and $m>0$, there exist parameters $0<\sigma=\sigma\left(n, N, p, \alpha, \ell, L, m, \omega_{m}\right)<1$ and $0<\varepsilon=$ $\varepsilon\left(n, N, p, \alpha, \ell, L, m, \omega_{m}\right)<1$ such that every local minimiser $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies the following: If $x_{0} \in \Omega$ and $0<R_{0}<1$ are such that $\mathrm{B}_{r}\left(x_{0}\right) \Subset \Omega$ and

$$
\begin{equation*}
\mathbb{E}_{p}\left[u ; \mathrm{B}_{R_{0}}\left(x_{0}\right)\right]<\varepsilon \text { and }\left|(\nabla u)_{\mathrm{B}_{R_{0}}\left(x_{0}\right)}\right|<m \tag{3.15}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\mathbb{E}_{p}\left[u ; \mathrm{B}_{\sigma R_{0}}\left(x_{0}\right)\right] \leq \sigma^{1+\alpha} \mathbb{E}_{p}\left[u ; \mathrm{B}_{R_{0}}\left(x_{0}\right)\right] . \tag{3.16}
\end{equation*}
$$

Proof. Let $\alpha \in(0,1)$ be given. We choose $\varepsilon_{0}>0$ so small such that $\mathbb{E}\left[u ; \mathrm{B}_{R_{0}}\left(x_{0}\right)\right]<\varepsilon_{0}$ and $\left|(\nabla u)_{\mathrm{B}_{R_{0}}\left(x_{0}\right)}\right|<m$ imply the validity of (3.14) for any $\sigma \in\left(0, \frac{1}{3}\right)$. Denoting $c>0$ the constant from (3.14), we choose $\sigma \in\left(0, \frac{1}{3}\right)$ such that $2 c \sigma^{2} \leq \sigma^{1+\alpha}$. Since $\Psi$ satisfies $\lim \sup _{t \searrow 0} \Psi(t)=0$, we find $\varepsilon_{1}>0$ such that $0<t<\varepsilon_{1}$ implies $\Psi(t) \leq \sigma^{n+2+\max \{2, p\}}$. We subsequently choose $0<\varepsilon<\min \left\{\varepsilon_{0}, \varepsilon_{1}\right\}$, whereby we infer (3.16) from (3.14) at once. The proof is complete.

Working from the previous corollary, the proof of Theorem 3.1 is routine, cf. [4, 20, 21].
Remark 3.3 (On condition (1.6)). As the above proof shows, the requisite excess decay estimate requires a superlinear decay of $\Psi$ in (3.14), as we cannot compensate the blow-up of $\frac{1}{\sigma^{n+2}}$ by a suitable smallness assumption. This superlinear power decay, in turn being manifested by (1.6), is everything we need to make the excess decay work.
3.2. Uniformly controlled growth. In this section we will assume $p \geq 2$, the subquadratic case being slightly more technical but less natural to have a power-type decay as shall be imposed in the following. More precisely, we will show that the results of Section 3.1 can be strengthened subject to the additional hypothesis

$$
\begin{equation*}
z \mapsto \frac{F^{\prime \prime}(z)}{(1+|z|)^{p-2}} \quad \text { is bounded and uniformly continuous on } \mathbb{R}^{N n} \tag{3.17}
\end{equation*}
$$

allowing us to discard the part $\operatorname{Sing}_{u, 2}$ in the description of the singular set (3.1). Condition (3.17) is satisfied for instance if $F \in \mathrm{C}^{3}\left(\mathbb{R}^{N \times n}\right)$ and

$$
\begin{equation*}
\left|F^{\prime \prime \prime}(z)\right| \leq L(1+|z|)^{p-3} \quad \text { for all } z \in \mathbb{R}^{N \times n} \tag{3.18}
\end{equation*}
$$

In particular this holds if $F$ is a polynomial, and hence includes the example of Alibert-Dacorogna-Marcellini [3, 8]. In the following, we say that (1.2) holds with uniform $\ell(>0)$ provided the constant $\ell_{m}>0$ as in $(1.2)_{2}$ can be chosen independently of $m>0$.

Theorem 3.4. Let $F$ satisfy (1.2) with uniform $\ell$ and (3.17) with $p \geq 2$. Then for each $\alpha \in(0,1)$, there is $\varepsilon>0$ such that if $\Omega \subset \mathbb{R}^{n}$ is open, $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local minimiser of (1.1), and $\mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega$ is a ball for which we have

$$
\begin{equation*}
\mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right]<\varepsilon \tag{3.19}
\end{equation*}
$$

then $u$ is of class $\mathrm{C}^{1, \alpha}$ in $\mathrm{B}_{\frac{R}{2}}\left(x_{0}\right)$.
We emphasise in particular that $\varepsilon$ is independent of $\left|(\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right|$, and does not require any normalisation. As an application, we can adapt the results of Mingione and the last named author [26] to deduce the following singular set estimate:
Corollary 3.5. Let $F$ satisfy (1.2) with uniform $\ell$ and (3.17) with $p \geq 2$. Then given $m>0$, there is $\delta=\delta(n, N, p, F, m)>0$ such that the following holds: Suppose $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local minimiser of (1.1), and we additionally have $\nabla u \in \operatorname{BMO}\left(\Omega ; \mathbb{R}^{N \times n}\right)$. Then the singular set $\operatorname{Sing}_{u}$ as defined in (3.1) is given by $\operatorname{Sing}_{u}=\operatorname{Sing}_{u, 1}$ and satisfies the Hausdorff dimension estimate

$$
\begin{equation*}
\operatorname{dim}_{\mathscr{H}}\left(\operatorname{Sing}_{u}\right)<n-\delta . \tag{3.20}
\end{equation*}
$$

Proof of Theorem 3.4. Given an affine-linear map $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$, we recall from (2.3) the linearised integrand $F_{\nabla a}$, which can be written as

$$
\begin{equation*}
F_{\nabla a}(z)=\int_{0}^{1}(1-t) F^{\prime \prime}(\nabla a+t z)[z, z] \mathrm{d} x, \quad z \in \mathbb{R}^{N \times n} \tag{3.21}
\end{equation*}
$$

We then record the following estimates on $F_{\nabla a}$ : For all $z \in \mathbb{R}^{N \times n}$ we have

$$
\begin{align*}
\left|F_{\nabla a}(z)\right| & \leq \widetilde{L}\left(1+|\nabla a|^{2}+|z|^{2}\right)^{\frac{p-2}{2}}|z|^{2},  \tag{3.22}\\
\left|F_{\nabla a}^{\prime}(z)\right| & \leq \widetilde{L}\left(1+|\nabla a|^{2}+|z|^{2}\right)^{\frac{p-2}{2}}|z|,  \tag{3.23}\\
\left|F_{\nabla a}^{\prime}(z)-F^{\prime \prime}(\nabla a) z\right| & \leq \widetilde{L}\left(1+|\nabla a|^{2}+|z|^{2}\right)^{\frac{p-2}{2}} \omega(|z|)|z|, \tag{3.24}
\end{align*}
$$

where $\omega:[0, \infty) \rightarrow[0,1]$ is a non-decreasing concave function such that $\lim _{t \searrow 0} \omega(t)=0$. Here $\widetilde{L}>0$ is a constant only depending on $n, N, p$ and the upper bound for (3.17), which we will denote by $L_{1}$, and $\omega$ depends only on the modulus of continuity of (3.17) which we denote by $\widetilde{\omega}$. Then (3.22) follows from the boundedness assumption and (3.21), whereas (3.23) is established by estimating similarly as in (2.6) and employing (3.17). For (3.24) we will use the pointwise estimate

$$
\begin{align*}
\left|F^{\prime \prime}(z)-F^{\prime \prime}(w)\right| & \leq(1+|z|)^{p-2}\left|\frac{F^{\prime \prime}(z)}{(1+|z|)^{p-2}}-\frac{F^{\prime \prime}(w)}{(1+|w|)^{p-2}}\right| \\
& +\frac{\left|F^{\prime \prime}(w)\right|}{(1+|w|)^{p-2}} \underbrace{\left|(1+|z|)^{p-2}-(1+|w|)^{p-2}\right|}_{=: G(z, w)} \tag{3.25}
\end{align*}
$$

Evidently $G(z, w) \leq 2(1+|z|+|w|)^{p-2}$, and assuming that $p>2$ and that $|z| \neq|w|$ we can also estimate

$$
G(z, w) \leq \int_{1+|w|}^{1+|z|} \frac{\mathrm{d}}{\mathrm{~d} s} s^{p-2} \mathrm{~d} s \leq(p-2)(1+|z|+|w|)^{p-2}|z-w|
$$

distinguishing between the cases $2<p<3$ and $p \geq 3$. Hence (3.25) implies, upon enlarging $\widetilde{L}$ and setting $\omega(t)=\widetilde{\omega}(t)+\min \{1, t\}$, that

$$
\begin{equation*}
\left|F^{\prime \prime}(z)-F^{\prime \prime}(w)\right| \leq \widetilde{L} \omega(|z-w|)(1+|z|+|w|)^{p-2} \quad \text { for all } z, w \in \mathbb{R}^{N \times n} \tag{3.26}
\end{equation*}
$$

Finally, to arrive at (3.24), we start as in (2.7) and employ (3.26). Moreover by Lemma 2.2 (c) we have the Legendre-Hadamard condition

$$
\begin{equation*}
F^{\prime \prime}(\nabla a)[\xi \otimes \eta, \xi \otimes \eta] \geq \ell\left(1+\left|z_{0}\right|^{2}\right)^{\frac{p-2}{2}}|\xi|^{2}|\eta|^{2} \tag{3.27}
\end{equation*}
$$

for all $\xi \in \mathbb{R}^{N}, \eta \in \mathbb{R}^{n}$, and directly from (1.2) $)_{2}$ we deduce that

$$
\begin{equation*}
f_{\mathrm{B}} F_{\nabla a}(\nabla \varphi) \mathrm{d} x \geq c_{p} \ell f_{\mathrm{B}}(1+|\nabla a|+|\nabla \varphi|)^{\frac{p-2}{2}}|\nabla \varphi|^{2} \mathrm{~d} x . \tag{3.28}
\end{equation*}
$$

Using (3.22) and (3.28) we can establish the Caccioppoli inequality of the second kind, namely (3.3), in the usual way. However the associated constant $C$ now depends only on $n, N, p, \widetilde{L}, \ell$; in particular it is independent of our choice of $\nabla a$. Similarly if $L_{m}, \nu_{m}$ are as in Lemma 2.2, we can ensure the quotient $L_{m} / \nu_{m}$ depends on $p, \widetilde{L}, \ell$ only. Hence by Remark 2.5, we have the constants in the $\mathcal{A}$-harmonic approximation theorem can also be chosen to be independent of $m$. Now we can carry out the excess decay argument as below; here we no longer need to estimate the affine maps $a(x), b(x)$ so letting $h$ as in (3.5) we can estimate for $\sigma \in\left(0, \frac{1}{3}\right)$

$$
\begin{equation*}
\mathbb{E}_{p}\left[u ; \mathrm{B}_{\sigma R}\left(x_{0}\right)\right] \leq \frac{c}{\sigma^{n+\max \{2, p\}}} H\left(\mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right]\right)+c f_{\mathrm{B}_{2 \sigma R}\left(x_{0}\right)} V_{p}\left(\frac{b-h}{\sigma R}\right) \mathrm{d} x \tag{3.29}
\end{equation*}
$$

using (3.10), (3.11), where we use the Caccioppli inequality and $\mathcal{A}$-harmonic approximation results. For the second term a slight modification is necessary; (3.12) continues to hold true, and we will argue similarly as in (3.13). The only difference is that we will not use the
equivalence $V_{p}(z) \simeq|z|^{2}$ for $|z| \lesssim m$, and instead use Lemma 2.1 (h) to pull out the factor $\sigma$. That is, for $1<r<\min \{2, p\}$ we estimate

$$
\begin{align*}
f_{B_{2 \sigma R}\left(x_{0}\right)} V_{p}\left(\frac{b-h}{\sigma R}\right) \mathrm{d} x & \leq V_{p}\left(\sup _{x \in \mathrm{~B}_{2 \sigma R}\left(x_{0}\right)}\left|\frac{b(x)-h(x)}{\sigma R}\right|\right) \\
& \leq c V_{p}\left(\sigma\left(f_{\mathrm{B} B_{R}\left(x_{0}\right)}|\nabla \tilde{h}|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}\right)  \tag{3.30}\\
& \leq c \sigma^{\min \{2, p\}} V_{p}\left(\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|\nabla \tilde{u}|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}\right) \\
& \leq c \sigma^{\min \{2, p\}} \mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right]
\end{align*}
$$

from which we can deduce the slightly modified excess decay estimate

$$
\begin{equation*}
\mathbb{E}_{p}\left[u ; \mathrm{B}_{\sigma R}\left(x_{0}\right)\right] \leq c\left(\frac{1}{\sigma^{n+\max \{2, p\}}} \Psi\left(\mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right]\right)+\sigma^{\min \{2, p\}}\right) \mathbb{E}_{p}\left[u ; \mathrm{B}_{R}\left(x_{0}\right)\right] \tag{3.31}
\end{equation*}
$$

where $c=c(n, N, p, \widetilde{L}, \ell)>0$, and $\Psi$ depends on $n, p$ and $\omega$ only. Now iterating this gives the desired conclusion.

Proof of Corollary 3.5. This will follow from the Carleson condition

$$
\begin{equation*}
I:=f_{\mathrm{B}_{R}\left(x_{0}\right)} \int_{0}^{R} f_{\mathrm{B}_{R}\left(x_{0}\right)} \mathbb{E}_{p}\left[u ; \mathrm{B}_{r}(x)\right] \frac{\mathrm{d} r}{r} \mathrm{~d} x \leq C_{0} \tag{3.32}
\end{equation*}
$$

from which one can argue exactly as in [26, Theorem 5.1] to show $\Omega^{\prime} \cap \Sigma_{u}$ is $(\lambda, \kappa)$-porous for all $\Omega^{\prime} \Subset \Omega$, with $\lambda=\lambda\left(p, C_{0}, \varepsilon\right)$ where $C_{0}>0$ is as above and $\varepsilon>0$ is as in Theorem 3.4.

To show (3.32), we choose

$$
\begin{equation*}
a(x)=(u)_{\mathrm{B}_{2 R}\left(x_{0}\right)}+(\nabla u)_{\mathrm{B}_{2 R}\left(x_{0}\right)} \cdot\left(x-x_{0}\right) \tag{3.33}
\end{equation*}
$$

in (3.3), which together with Lemma 2.1 (a) gives

$$
\begin{equation*}
I \leq C f_{\mathrm{B}_{R}\left(x_{0}\right)} \int_{0}^{R} f_{\mathrm{B}_{R}\left(x_{0}\right)}\left(|u-a|^{2}+|u-a|^{p}\right) \frac{\mathrm{d} r}{r} \mathrm{~d} x \tag{3.34}
\end{equation*}
$$

Now we apply the estimate of DORronSoro proved in [26, Lemma 2.2] to arrive at

$$
\begin{align*}
I & \leq C f_{\mathrm{B}_{4} R\left(x_{0}\right)}\left(\left|\nabla u-(\nabla u)_{\mathrm{B}_{4 R}\left(x_{0}\right)}\right|^{2}+\left|\nabla u-(\nabla u)_{\mathrm{B}_{4 R}\left(x_{0}\right)}\right|^{p}\right) \mathrm{d} x  \tag{3.35}\\
& \leq C\left([\nabla u]_{\mathrm{BMO}\left(\mathrm{~B}_{4 R}\left(x_{0}\right)\right)}^{2}+[\nabla u]_{\mathrm{BMO}\left(\mathrm{~B}_{4 R}\left(x_{0}\right)\right)}^{p}\right)
\end{align*}
$$

where we have used the John-Nirenberg inequality (see for instance [19, Theroem 2.11]) in the last line. We remark that in [26] the estimate of Dorronsoro was only proven in the case $p=2$, however the corresponding estimate in $\mathrm{L}^{p}$ for $p \geq 2$ follows by applying the Mikhlin multiplier theorem in place of the Plancherel theorem. This establishes (3.32), from which the result follows.
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## Appendix

For completeness, we use this appendix to give the quick argument for the $\mathrm{L}^{p}$-bounds displayed in Lemma 2.4, and an outline of the claim in Remark 2.6 when $p \geq 2$.

Sketch of proof of Lemma 2.4. For (a), (b), the case $2 \leq p<\infty$ is shown in [19, Chapter 10] using the method of Stampacchia. In both cases we can extend this to the range $1<p<2$ by means of a duality argument. Here it suffices to establish an a-priori estimate, for which we assume the right-hand side $G$ and $H$ respectively lie in $L^{2}$, and let $v, w$ be the respective weak solutions. For (b) we choose $\varphi$ to be the weak solution to the dual problem

$$
\begin{cases}-\operatorname{div}\left(\mathcal{A}^{*} \nabla \varphi\right)=-\operatorname{div}\left(|\nabla v|^{p-2} \nabla v\right) & \text { in } \mathrm{B}_{1}(0) \\ \varphi=0 & \text { on } \partial \mathrm{B}_{1}(0)\end{cases}
$$

where $\mathcal{A}^{*}[\xi, \zeta]=\mathcal{A}[\zeta, \xi]$ for all $\xi, \zeta \in \mathbb{R}^{N n}$. Then testing the equation for $v$ with $\varphi$ and applying (b) with $p^{\prime} \geq 2$ we deduce that

$$
\begin{align*}
& \int_{\mathrm{B}_{1}(0)}|\nabla v|^{p} \mathrm{~d} x=\int_{\mathrm{B}_{1}(0)}\langle\mathcal{A} \nabla v, \nabla \varphi\rangle \mathrm{d} x=\int_{\mathrm{B}_{1}(0)}\langle\nabla \varphi, H\rangle \mathrm{d} x  \tag{3.36}\\
& \quad \lesssim\|\nabla \varphi\|_{\mathrm{L}^{p^{\prime}}\left(\mathrm{B}_{1}(0)\right.}\|G\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right.} \lesssim\|\nabla v\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right.}^{p-1}\|H\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right.} .
\end{align*}
$$

By using this a-priori estimate and regularising $G$, unique solvability follows. Similarly for (a) we choose $\psi \in\left(W_{0}^{1, p^{\prime}} \cap W^{2, p^{\prime}}\left(\mathrm{B}_{1}(0), \mathbb{R}^{n^{2} N}\right)\right.$ to be the weak solution to the dual problem

$$
\begin{cases}-\operatorname{div}\left(\mathcal{A}^{*} \nabla \psi\right)=-\left|\nabla^{2} w\right|^{p-2} \nabla^{2} w & \text { in } \mathrm{B}_{1}(0) \\ \psi=0 & \text { on } \partial \mathrm{B}_{1}(0)\end{cases}
$$

Then we can estimate

$$
\begin{align*}
& \int_{\mathrm{B}_{1}(0)}\left|\nabla^{2} w\right|^{p} \mathrm{~d} x=\int_{\mathrm{B}_{1}(0)}\left\langle\nabla^{2} w,-\operatorname{div}\left(\mathcal{A}^{*} \nabla \psi\right)\right\rangle \mathrm{d} x=\int_{\mathrm{B}_{1}(0)}\left\langle H I_{n}, \nabla^{2} \psi\right\rangle \mathrm{d} x  \tag{3.37}\\
& \quad \lesssim\left\|\nabla^{2} \psi\right\|_{\mathrm{L}^{p^{\prime}}\left(\mathrm{B}_{1}(0)\right.}\|H\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right.} \lesssim\left\|\nabla^{2} w\right\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right.}^{p-1}\|H\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right.}
\end{align*}
$$

Finally (c) is a standard interior regularity result; we refer to [6, Proposition 2.10] for an elementary proof.

Proof of Remark 2.6 for $p \geq 2$. Recalling that $p^{\#}=\frac{n p}{n-1}$, we will also write $p_{\#}=\frac{n p}{n+1}$. If $p \geq 2$, using the same notation and rescaling as in the above proof we choose $\Phi$ to solve the auxiliary system

$$
\begin{cases}-\operatorname{div}(\mathcal{A} \nabla \Phi)=-\operatorname{div}\left(|\nabla \Psi|^{s-2} \nabla \Psi\right) & \text { in } \mathrm{B}  \tag{3.38}\\ \Phi=0 & \text { on } \partial \mathrm{B}\end{cases}
$$

where $s=2_{\{\#\}}=\frac{2 n}{n+1}$. Then noting $\frac{1}{s-1}=\frac{n+1}{n-1}$, by Lemma 2.4 (b) we can estimate

$$
\begin{equation*}
\|\nabla \Phi\|_{\mathrm{L}^{\frac{n p}{n-1}(\mathrm{~B})}} \leq\|\nabla \Psi\|_{\mathrm{L}^{\frac{n p}{n+1}}(\mathrm{~B})}^{s-1} \tag{3.39}
\end{equation*}
$$

Hence proceeding similarly as in (2.30) we get

$$
\begin{align*}
\int_{\mathrm{B}}|\nabla \Psi|^{s} \mathrm{~d} x & \lesssim \int_{\mathrm{B}} \omega_{m}(|\nabla \widetilde{U}|)|\nabla \widetilde{U}|^{p-1}|\nabla \Phi| \mathrm{d} x  \tag{3.40}\\
& \leq\left\|\omega_{m}(|\nabla \widetilde{U}|)\right\|_{\mathrm{L}^{n p}(\mathrm{~B})}\|\nabla \widetilde{U}\|_{\mathrm{L}^{p}(\mathrm{~B})}^{p-1}\|\nabla \Phi\|_{\mathrm{L}^{\frac{n p}{n-1}}(\mathrm{~B})} \\
& \leq \rho_{m}\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{1}{n p}}\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p-1}{p}}\left(\int_{\mathrm{B}} V_{p}(\nabla \Psi)^{\frac{n}{n+1}} \mathrm{~d} x\right)^{\frac{n-1}{n p}}
\end{align*}
$$

where $\rho_{m}=\omega_{m} \circ V_{p}^{-1}$ using Jensen's inequality, and we have used (3.39) in the last line. Analogously to (2.27) we can estimate $\||\nabla \Psi|\|_{L^{\frac{n p}{n+1}(\mathrm{~B})}}^{p} \leq\left(\int_{\mathrm{B}} V_{p}(\nabla \widetilde{U}) \mathrm{d} x\right)^{\frac{p}{q}}$ for some $q>$ $p$ if $p>2$, from which (2.34) follows.
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