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Abstract. We identify necessary and sufficient conditions on kth order dif-

ferential operators A in terms of a fixed halfspace H+ ⊂ Rn such that the

Gagliardo–Nirenberg–Sobolev inequality

‖Dk−1u‖
L

n
n−1 (H+)

6 c‖Au‖L1(H+) for u ∈ C∞c (Rn, V )

holds. This comes as a consequence of sharp trace theorems on H = ∂H+.

1. Introduction

Let A be a homogeneous, linear, vectorial kth order partial differential operator

with constant coefficients between the finite dimensional real inner product spaces V

and W . That is, A has a representation

Au(x) =
∑
|α|=k

Aα∂
αu(x), u ∈ C∞c (Rn, V ),(1.1)

where Aα ∈ Lin(V,W ) for α ∈ Nn0 , |α| = k. In this context, a classical question is the

validity of the estimate

(1.2) ‖Dku‖Lp(H+) 6 c‖Au‖Lp(H+) for u ∈ C∞c (H+, V )

for some given open halfspace H+ ⊂ Rn with a constant c > 0 independent of u. A

positive answer implies that replacing in the Sobolev norm the full derivative Dku by

Au is an equivalent norm on the Sobolev space, which is well adapted to problems in

the Calculus of Variations and partial differential equations involving A; most notably,

such coercive inequalities lead to well-posedness theorems in non-linear elasticity or

fluid mechanics, see e.g. [20, 21, 29]. By standard techniques such as flattening the

boundary, one can then reduce the corresponding estimates on smooth domains and

for operators with variable coefficients to the halfspace case.

When 1 < p < ∞, the cases where (1.2) holds can be characterized following

Aronszajn [4, Thm. V], in terms of the symbol of A defined as

A(ξ) =
∑
|α|=k

ξαAα, for ξ ∈ Rn,

as follows: Estimate (1.2) holds if and only if both of the following conditions hold:

(a) A is elliptic (in the interior), i.e., kerR A(ξ) = {0} for all ξ ∈ Rn \ {0};
(b) A is boundary elliptic, by which we mean that we have kerC A(ξ + i ν) = {0}

for all ξ ∈ Rn; here, ν denotes a unit normal to the hyperplane H := ∂H+.

Different from the Calderón–Zygmund theory [11, 12] for 1 < p <∞, Ornstein has

shown that when p = 1, then (1.2) does not hold unless one has the trivial pointwise

estimate |Dku(x)| 6 c|Au(x)| [35, 28, 19]. This obstruction is also referred to as

Ornstein’s non-inequality and we emphasize that there is no effect of the boundary
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here: The condition is necessary for (1.2) to hold for compactly supported functions.

Similar results hold for p =∞ [34, 15].

Consequently, strong L1 estimates, if possible, must bound weaker derivatives.

In the case of interior estimates, building on the fundamental work of Bourgain–

Brezis [6, 7, 50] and its higher-order generalization [51], it was shown in [53] that a

Gagliardo–Nirenberg inequality

‖Dk−1u‖
L

n
n−1 (Rn)

6 c‖Au‖L1(Rn) for u ∈ C∞c (Rn, V )(1.3)

holds if and only if the operator A is elliptic and the equation Au = δ0w0 has no

solution for w0 ∈W \ {0}. This additional assumption, termed cancellation, can be

expressed algebraically as ⋂
ξ∈Sn−1

imA(ξ) = {0}(C)

via the Fourier transform. This cancellation condition plays an important role in

endpoint estimates of Hardy type and into Lorentz, Besov and Triebel–Lizorkin spaces,

see for instance [40, 39, 41, 45, 25, 44, 16, 46, 52].

When 1 < p <∞, the condition on the boundary (b) is a Lopatinskĭı–Shapiro or

covering condition [31]. Such conditions were used successfully by Agmon–Douglis–

Nirenberg and Hörmander, among many others, to provide a satisfactory theory for

determined and overdetermined elliptic systems [2, 3, 27].

When p = 1, estimates were established from different perspectives in [14], and in

[10] for Poisson’s equation with divergence free data. In [23], it was shown that if

Ω ⊂ Rn is a bounded domain with a smooth boundary ∂Ω, then the inequality

‖Dk−1u‖
L

n
n−1 (Ω)

6 c
(
‖Au‖L1(Ω) + ‖u‖L1(Ω)

)
for u ∈ C∞(Ω, V )

is equivalent with boundary ellipticity of A in all directions,

kerC A(ξ) = {0} for all ξ ∈ Cn \ {0}.

We say that these operators are C-elliptic. This condition also plays a crucial role in

establishing trace estimates in Lebesgue or Besov spaces [9, 17, 24]. However, little is

known towards a comprehensive theory of global estimates for elliptic boundary value

problems with L1 data.

In view of the above discussion, the present paper gives a complete answer to the

question of proving the Sobolev analogue of Aronszajn’s result (1.2) for p = 1. In the

following, we denote for ν ∈ Sn−1

Hν := {x ∈ Rn : x · ν = 0} and H±ν := {x ∈ Rn : sgn(x · ν) = ±1}(1.4)

the hyperplane with normal ν together with the corresponding adjacent halfspaces,

and we note that in this terminology, ν is the inward unit normal to ∂H+
ν . The above

classification problem is solved by the following theorem, displaying the first main

result of the present paper:

Theorem 1.1. Let n ≥ 2 and A be a kth order differential operator as in (1.1). Then

the following are equivalent:

(a) The operator A is elliptic (i.e., kerR A(ξ) = {0} for ξ ∈ Rn\{0}) and boundary

elliptic in direction ν ∈ Sn−1 (i.e., kerC A(ξ + i ν) = {0} for all ξ ∈ Rn).

(b) There exists a constant c > 0 such that the Sobolev estimate

‖Dk−1u‖
L

n
n−1 (H+

ν )
6 c‖Au‖L1(H+

ν )

holds for all u ∈ C∞c (Rn, V ).

To prove Theorem 1.1, we establish sharp trace theorems on given halfspaces which

enable us to extend to full space. Recall that the trace space of Ẇk,1(H+
ν ) is L1(Hν)
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[22] for k = 1 and the Besov space Ḃk−1
1,1 (Hν) for k ≥ 2 [49]. It is therefore natural to

split our analysis into first and higher order operators. For k = 1, we have:

Theorem 1.2. Let n ≥ 2 and A be a differential operator as in (1.1) with k = 1.

Then the following are equivalent:

(a) The operator A is boundary elliptic in direction ν ∈ Sn−1.

(b) There exists a constant c > 0 such that the trace estimate

‖u‖L1(Hν) 6 c‖Au‖L1(H+
ν )(1.5)

holds for all u ∈ C∞c (Rn, V ).

Even for operators with simple structure, estimating differences to arrive at (1.5)

a la Gagliardo [22] turns out to be hard as beyond the usual gradients this has only

been achieved, to the best of our knowledge, for symmetric gradients [47, 5]. As

for all other examples in which trace estimates are known [9, 17, 24], the methods

make instrumental use the fact that the differential operators concerned are boundary

elliptic in every direction. Therefore, there is no hope to make these approaches work

in the sharp case of Theorem 1.2.

Our proof of the trace inequality in Theorem 1.2 uses an improved version of Smith’s

integral representation formula from [43], see Theorem 2.6 below. Crucially using the

homogeneity and regularity properties of the underlying integral kernels, this brings

us in a position to employ a similar argument as in Gagliardo’s original proof of the

trace inequality for W1,1-maps [22], see Proposition 3.1(a). This L1-estimate, however,

is insufficient to prove the optimal higher order trace inequalities, which require Besov

space estimates; see Proposition 3.1(b). In this regard, we will prove the following:

Theorem 1.3. Let n ≥ 2 and A be a differential operator as in (1.1) of order k ≥ 2.

Then the following are equivalent:

(a) The operator A is boundary elliptic in direction ν ∈ Sn−1.

(b) There exists a constant c > 0 such that the estimate

‖∂k−1
ν u‖L1(Hν) +

k−2∑
j=0

‖∂jνu‖Ḃk−1−j
1,1 (Hν) 6 c‖Au‖L1(H+

ν )

holds for all u ∈ C∞c (Rn, V ).

The proof of this result hinges on refined Besov estimates on the integral kernels

derived in Section 2. This not only yields the sharp trace theorem for boundary

elliptic operators but also displays a new method for the usual kth order gradient case.

Moreover, from a conceptual perspective of limiting L1-estimates involving differential

operators, the proof of Theorem 1.3 seems to be the first approach that systematically

uses difference estimates despite the lack of the L1-control of full kth order gradients

due to Ornstein’s non-inequality.

Note that in fact Theorems 1.2 and 1.3 lead to a unified treatment of first and

higher order operators by considering the space

Tk(Hν , V ) :=

{
(f0, f1, . . . , fk−1) :

fk−1 ∈ L1(Hν , V ),

fj ∈ Ḃk−1−j
1,1 (Hν , V ), 0 6 j 6 k − 2

}
,

endowed with the obvious norm, cf. Theorem 4.1. We will show in Section 6 that for

kth order operators A, the boundary ellipticity condition in direction ν is equivalent

to the fact that trk(BVA(H+
ν )) = Tk(Hν , V ), where the trace operator is defined as

trk u := (u, ∂νu, . . . , ∂
k−1
ν u)

∣∣
Hν

for functions smooth up to the boundary and then extended by continuity for a

suitable sort of strict convergence; see (6.2)ff. for the underlying terminology of such

generalized BV-type spaces. We show that this trace map admits a continuous right
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inverse that cannot be linear, generalizing Peetre’s Theorem, cf. [36, 37, 38]. These

facts seem to have gone unnoticed also in the basic case of BVk(Rn+) and Ẇk,1(Rn+).

To prove Theorem 1.1, we use the unified extension theorem in Ẇk,1(H−ν ) (see

Theorem 2.2) to reduce the question to an estimate in full space, in this case (1.3).

To see if this estimate is available, we should combine the canceling condition and

boundary ellipticity. Interestingly, it turns out that the boundary ellipticity of (a)

implies the canceling condition (C), see Proposition 5.1.

Using the same extension procedure, we can prove versions up to the boundary

of other estimates that are known in full space [53, 8, 40], see Theorem 5.2. This

particularly allows us to bound all fractional derivatives of Dk−1u (e.g. in the Sobolev-

Slobodeckĭı scale) up to, but not including, order one on halfspaces against Au. In light

of Ornstein’s negative result, this displays the optimal generalisation of Aronszajn’s

result to the case p = 1.

Finally, let us point out that all of the preceding theorems admit interpretations in

the potential theory for elliptic systems on halfspaces with L1-data; Theorem 1.1 then

corresponds to the case of elliptic systems with identically null boundary conditions.

Whereas the focus of the present paper is on the generalisation of Aronszajn’s result

to the case p = 1, it may also be seen as a first step towards a comprehensive theory of

L1-estimates for general boundary value problems. We will pursue this in later work.
The paper is organized as follows: in Section 2 we give a comprehensive trace and

extension theory in Ẇk,1(Rn+) and establish the improvement of the representation
formula from Smith’s work that will be instrumental for the main results. In Section 3
we prove the main trace estimates on convolution operators. In Section 4 we prove both
trace theorems, and in Section 5 we establish the Sobolev estimate and its extensions.
In Section 6 we extend our estimates to spaces of rough functions and comment on
the notion of boundary ellipticity.

Acknowledgement. We thank Petru Mironescu for suggesting helpful references. F.G. also

gratefully acknowledges financial support through the Hector foundation FP, Project 626/21.

2. Traces for Wk,1(Rn+)-maps and representation formulas

In this section, we revisit the trace theory for functions in the Sobolev space Wk,1

on halfspaces and give an improved variant of Smith’s representation formula to play

a crucial role in the subsequent sections.

In view of our main results, we will assume that we work in space dimensions

n > 1 throughout. The reason for this is that, for n = 1, the only relevant operator

is A(t) = tk, in which case we have the embedding Ẇk,1(R+) ↪→ Ck−1
0 (R+), where

the latter space is endowed with the norm u 7→ ‖u(k−1)‖∞. In this case, Theorem 1.1

holds with the convention 1/0 = ∞ and all derivatives up to order k − 1 have well

defined point values at 0.

2.1. Traces for the Sobolev space Wk,1(Rn+). The results below necessitate some

background facts from Besov space theory, and we refer the reader to Triebel’s

encyclopedic monograph [48, §5] for the definition and elementary properties of

homogeneous Besov spaces. Most importantly for us, we require a characterisation of

homogeneous Besov spaces in terms of finite differences [48, §5.2.3, Thm. 1] that we

record explicitely: Given k ∈ N and a map u : Rm → V , we put for h ∈ Rm

∆k
hu(x) :=

k∑
i=0

(−1)k−i
(
k

i

)
u(x+ ih), x ∈ Rm.

Moreover, given s > 0 and k ∈ N with k > s, we define the seminorms

‖u‖Ḃs1,1(Rm) :=

ˆ
Rm

ˆ
Rm
|∆k

hu(x)|dx dh

|h|m+s
(2.1)
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for u ∈ L1
loc(Rm, V ), and it is clear that (2.1) defines a norm on C∞c (Rm, V ). We

note that for any two such choices of k > s the corresponding seminorms on the

right-hand side of (2.1) are equivalent and, in particular, define equivalent norms on

Ḃs1,1(Rm, V ). Upon tacitly identifying boundaries Hν of half-spaces H±ν with Rn−1,

all of the preceding notions canonically carry over to functions defined on Hν .

Based on these definitions and identifying Rn−1 ' Rn−1 × {0}, the classical results

of Gagliardo [22] and Uspenskĭı [49] (also see [33, 32]) can be stated as follows:

Theorem 2.1. Let k ≥ 2. Then we have the trace inequalities

‖u‖L1(Rn−1) 6 c‖Du‖L1(Rn+) and ‖u‖Ḃk−1
1,1 (Rn−1) 6 c‖D

ku‖L1(Rn+)

for all u ∈ C∞c (Rn).

As a consequence, one can immediately prove the estimate of Theorem 1.3 in the

case of Sobolev spaces, A = Dk:

‖ trk u‖Tk(Rn−1) 6 c‖Dku‖L1(Rn+) for all u ∈ C∞c (Rn),

where

trk u := (u, ∂nu, . . . , ∂
k−1
n u)

∣∣
Rn−1 .

The trace operators that can be defined by the estimates of Theorem 2.1 admit

continuous right inverses, but these are insufficient for our purposes. We will prove

the following extension theorem, which is probably known to the experts but seems

absent from the literature:

Theorem 2.2. There exists a constant c > 0 such that for all g0, . . . , gk−1 ∈
C∞c (Rn−1), there exists u ∈ C∞(Rn+) such that for j = 0, . . . , k − 1

∂jnu( · , 0) = gj

and

‖Dku‖L1(Rn) 6 c
(
‖g0‖Ḃk−1

1,1 (Rn−1) + · · ·+ ‖gk−2‖Ḃ1
1,1(Rn−1) + ‖gk−1‖L1(Rn−1)

)
.

The proof of this result is done in two steps: First we construct extension operators

that satisfy each Dirichlet condition separately. Then we use a superposition formula

to put these extensions together.

Proposition 2.3. For every j ∈ {0, . . . , k − 2}, if gj ∈ Ḃk−j1,1 (Rn−1), there exists

u ∈ C∞(Rn+) such that ∂jnu( · , 0) = gj and

‖Dku‖L1(Rn) 6 c‖gj‖Ḃk−j−1
1,1 (Rn−1).

Proof. By [49] and [33, Thm. 1.2], there exists v ∈ C∞(Rn+) such that v( · , 0) = g and

if ` 6 j, ˆ
Rn+
xj−kn |Dk−`v(x′, xn)|dx 6 c‖gj‖Ḃk−j−1

1,1 (Rn−1).

Defining u(x′, xn) = xjnv(x′, xn)/j!, we reach the conclusion. �

Proposition 2.4 ([37, Lem. 3.3]). If g ∈ L1(Rn−1), there exists u ∈ C∞(Rn+) such

that ∂k−1
n u( · , 0) = g and

‖Dku‖L1(Rn) 6 c‖g‖L1(Rn−1).

Proof. The proof given by Mironescu [32] for p = 1 has a straightforward adaptation.

Taking a function θ ∈ C∞c (R) such that θ(0) = 1 and θ′(0) = · · · = θ(k−1)(0) = 0, we

define for ε > 0 to be chosen later

u(x′, xn) = θ(xn/ε)x
k−1
n g(x′).
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We have ˆ
Rn+
|Dku|dx 6 c

k∑
j=0

ˆ
Rn−1

εk|Dkg|dx′;

taking ε > 0 small enough, we reach the conclusion. �

Proof of Proposition 2.2. By Propositions 2.3 and 2.4, let uj be given so that

∂jnuj( · , 0) = gj .

We apply now a linear superposition of dilations (see [30, Thm. 2.2] and [1, Thm.

4.26]). Defining now

u(x′, xn) =

k−1∑
j=0

k∑
i=1

µi,juj(x
′, λixn),

with fixed distinct λ1, ..., λk ∈ (0,∞) under the condition on µi,j that

k∑
i=1

µi,jλ
`
i = δj,`,

we reach the conclusion. �

Finally, we remark that the trace operators in Wk,1, as defined by Theorem 2.1, have

continuous inverses, but these can only be linear for k > 1 [36, 33]. A generalization of

Peetre’s result that Gagliardo’s trace operator tr(W1,1) = L1 cannot have a bounded

linear inverse to the kth order Sobolev space is proved in [38, Thm. 5.1]. Here we

prove the following related result:

Proposition 2.5. The bounded linear trace operator

trk : Ẇk,1(Rn+)→ trk(Ẇk,1(Rn+)) = Tk(Rn−1)

does not admit a right inverse that is both linear and continuous.

Proof. Suppose that E is a bounded linear inverse of trk and let f ∈ L1(Rn−1), so

(0, . . . , 0, f) ∈ Tk(Rn−1). Write u := E(0, . . . , 0, f) ∈ Ẇk,1(Rn+) so that ∂k−1
n u ∈

Ẇ1,1(Rn+). Note that then f 7→ ∂k−1
n u is a bounded linear inverse of Gagliardo’s trace

operator. This contradicts Peetre’s theorem. �

2.2. The Smith integral representation. In this section we revisit and improve

Smith’s construction of representation formulas implied by the boundary ellipticity

condition [42, 43]. Precisely, we have

Theorem 2.6. Let A as in (1.1) be boundary elliptic in direction ν ∈ Sn−1. Then

there exists a (k − n)-homogeneous convolution kernel K ∈ C∞(Rn \ {0},Lin(W,V ))

such that K = 0 in H−ν and

u(x) =

ˆ
H+
ν

K(y)Au(x+ y) dy for x ∈ Rn,(2.2)

for all u ∈ C∞c (Rn, V ).

We give a direct proof of Theorem 2.6, following the approach in [43, Sec. 3], where

our presentation yields C∞- instead of Cl-smoothness for fixed arbitrarily large l ∈ N.

We start with a variant of the Sobolev integral representations in the spirit of [43,

Sec. 2]; here, we use the notation V ⊗
⊗k Rn to denote the space of V -valued k-linear

maps on Rn.
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Proposition 2.7. There exists a (k − n)-homogeneous convolution kernel Kk ∈
C∞(Rn\{0},Lin(V⊗

⊗k Rn, V )) such that for every x = (x′, xn) ∈ Rn with xn 6 |x|/2,

Kk(x) = 0 and

u(x) =

ˆ
Rn+
Kk(y)Dku(x+ y) dy, for x ∈ Rn,(2.3)

for all u ∈ C∞c (Rn, V ).

Moreover, for every r ∈ N, there exists a (k + r − n)-homogeneous convolution

kernel Kr
k ∈ (Rn \ {0},Lin(V ⊗

⊗k Rn ⊗
⊗r Rn−1, V )) such thatˆ

Rn−1

Kk(y′, yn)v(y′) dy′ =

ˆ
Rn+
Kr
k(y, yn)Drv(y′) dy.

for every v ∈ C∞c (Rn−1, V ⊗
⊗k Rn) and yn ∈ (0,+∞).

Proof. By integration by parts we have that for θ ∈ Sn−1 it holds that

u(x) = c

ˆ ∞
0

tk−1 dk

dtk
u(x+ tθ) dt = c

ˆ ∞
0

tk−1Dku(x+ tθ)
[
θ⊗k

]
dt.

We fix ϕ ∈ C∞([−1, 1]) such that ϕ = 0 on [−1, 1/2] and
´
Sn−1 ϕ(θn) dθ = 1. We then

have

u(x) = c

ˆ
Sn−1

ˆ ∞
0

tk−1Dku(x+ tθ)
[
θ⊗k

]
ϕ(θn) dtdθ

= c

ˆ
Rn+
|y|k−1Dku(x+ y)

[(
y

|y|

)⊗k]
ϕ

(
yn
|y|

)
dy

|y|n−1
,

which suffices to conclude the proof of the first statement.

The second statement stems from the fact that if H(z) = z⊗mη(|z|), z ∈ Rn−1 ×
{0} ' Rn−1, then divH = (n + m)z⊗m−1η(|z|) + z⊗mη′(|z|). The kernels Kr

k can

then be computed recursively through the latter identity and have the required

properties. �

Proof of Theorem 2.6. There is no loss of generality in setting ν = en, i.e., Hν = Rn−1

and H+
ν = Rn+. We will use coordinates x = (x′, xn) (real or complex), defined in an

obvious way.

We begin by assuming that dimV = 1, so that the boundary ellipticity assumption

then reduces to the condition A(ξ + iν) 6= 0 for every ξ ∈ Rn. In particular, we have

{ξ = (ξ′, ξn) ∈ Cn : A(ξ) = 0 and ξ′ = 0} = {0},

therefore by Hilbert’s strong Nullstellensatz (see for example [13, Chpt. 4, §2, Thm.

6]), for d ∈ N large enough, there exist M1 and M2 homogeneous differential operators

of orders d− k and d− `, such that

ξ⊗d = M1(ξ)A(ξ) + M2(ξ)ξ′⊗`.

By the Sobolev representation formula (Proposition 2.7) and by integration by parts,

it follows that

u(x) =

ˆ
Rn+
Kd(y)Ddu(x+ y) dy

=

ˆ
Rn+
Kd(y)M1Au(x+ y) dy +

ˆ
Rn+
Kd(y)M2D

′`u(x+ y) dy(2.4)

=

ˆ
Rn+

(M∗1K∗d)∗(y)Au(x+ y) dy + (−1)`
ˆ
Rn+

(div′`M∗2K∗d)∗(y)u(x+ y) dy,

where K∗d (y) := (Kd(y))∗ is the pointwise adjoint. We observe that operator (M∗1K∗d )∗

is homogeneous of degree k − n and that (M∗1K∗d)∗(x) = 0 if xn 6 |x|/2, so that the

first term in the right-hand side of (2.4) has the required structure.
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Since the operator A is boundary elliptic, we have w0 = A(0, 1) 6= 0. By homogeneity

of the operator A, it follows that for every ξ′ ∈ Rn−1, w0 · A(ξ′, · ) is a polynomial of

degree k, its leading order term being |w0|2ξkn.

We define P(ξ′) as a differential operator from R to the space R[W ]k of homogeneous

polynomials on W of degree k by P(ξ′)[w] = Res(w0 · A(ξ), w · A(ξ), ξn), the resultant

of the polynomials w0 · A(ξ) and w · A(ξ), seen as polynomials in ξn over the ring of

polynomials in (ξ′, w) (see for example [13, Chpt. 3, §§5–6]). Given ξ′ ∈ Rn−1, we let

τ1, . . . , τk ∈ C be the roots of the polynomial w0 · A(ξ′, · ) and we define the linear

subspaces

W0 = {w ∈W : deg(w · A(ξ′, · )) < k}
and

Wj = {w ∈W : w · A(ξ′, τj) = 0}, j ∈ {1, . . . , k}.
By boundary ellipticity, we have Wj 6= W for every j ∈ {0, . . . , k}. By the properties

of resultants, we have

{w ∈W : P(ξ′)[w] = 0} ⊆
k⋃
j=0

Wj 6= W,

and thus P(ξ′) 6= 0. Since P is a differential operator on scalar functions, this is

equivalent to having P elliptic.

From the definition of the resultant P as a Sylvester determinant, P is homogeneous

of degree k2 and there exist homogeneous differential operator Q of order k(k − 1)

from W into R[W ]k such that

P(ξ′) = Q(ξ)A(ξ).

By ellipticity, the operator P on Rn−1 defined by P(ξ′) has a fundamental solution

E ∈ C∞(Rn−1 \ {0},Lin(R[W ]k,R)), i.e.,

(2.5) v(x′) =

ˆ
Rn−1

E(y′)Pv(x′ − y′) dy′, for x′ ∈ Rn−1, v ∈ C∞c (Rn−1),

which is such that DsE is (k2 − (n − 1) − s)-homogeneous for s ∈ N provided that

either n = 2 (when one is inverting a differential operator on Rn−1 by the fundamental

theorem of calculus) or when s ≥ k2 − (n− 1) + 1 (see, for instance [26, Chpt. VII]).

We rewrite the second term of the right-hand side of (2.4) thanks to (2.5) asˆ
Rn

(div′`M∗2K∗d)∗(y − x)u(y) dy

=

ˆ
Rn

(div′`M∗2K∗d)∗(y − x)

(ˆ
Rn−1

E(y′ − z′)Pu(z′, yn) dz′
)

d(y′, yn)

=

ˆ
Rn

(ˆ
Rn−1

(div′`M∗2K∗d)∗(y − x)E(y′ − z′) dy′
)
Pu(z′, yn) d(z′, yn)

=

ˆ
Rn
F (x′ − z′, yn − xn)Pu(z′, yn) d(z′, yn),

(2.6)

where

F (y′, yn) =

ˆ
Rn−1

(div′`M∗2K∗d)∗(v′ − y′, yn)E(v′) dy′

=

ˆ
Rn−1

(div′`M∗2K∗d)∗(w′, yn)E(w′ + y′) dw′.

Since (M∗2K∗d)∗(w′, yn) = 0 whenever |w′| ≥ 2yn and since BE is locally integrable

provided ` 6 k2 − 1. If we assume moreover, that we have chosen ` = k2 − 1, then

D′`E is homogeneous of degree 2− n and thus, by a suitable integration by parts, we

get that F is homogeneous of degree k − n.
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We take ϕ ∈ C∞c (Rn) such that ϕ = 1 in a neighbourhood of 0 and ϕ = 0 outside

the ball of radius |x′|/2. In view of (2.6), we have that, for (y′, yn) near (x′, 0), for

every r ∈ N,

F (y′, yn) =

ˆ
Rn−1

(div′`M∗2K∗d)∗(w′, yn)ϕ(w′ + y′)E(w′ + y′) dw′

+

ˆ
Rn−1

Kr
d(w′, yn)D′rM∗2D′` [(1− ϕ)E] (w′ + y′) dw′.

(2.7)

The first integral defines a function that is of class C∞ in a neighbourhood of (x′, 0); the

second integral can be differentiated d+r−1 times without destroying the integrability,

it thus follows F is of class Cd+r−1 in a neighbourhood of (x′, 0) with arbitrary r ∈ N.

Taking K = (M∗1K∗d)∗ + F , we reach the conclusion when dimV = 1.

If dimV = m ≥ 2, we consider the operator
∧mA of order mk from

∧mV to
∧mW

defined for v1, . . . , vm ∈ V by
∧mA(ξ)(v1 ∧ · · · ∧ vm) = (A(ξ)v1) ∧ · · · ∧ (A(ξ)vm).

There exists an operator S of order (m− 1)k from W to Lin(
∧m−1V,

∧mW ) such that

for every ω ∈
∧m−1V , ∧mA(ω ∧ v) = (SAv)(ω).

Moreover, letting v1, . . . , vm be a basis of V and choosing ω1, . . . , ωm ∈
∧m−1V such

that ωi ∧ vj = δij , so that for every v ∈ V , one has

v =

m∑
j=1

(ωi ∧ v)vi

(upon identification between
∧mV and R). Letting K̂ be the homogeneous kernel of

order mk − n given for
∧mA in the first part of the proof, we have the identity

u(x) =

m∑
i=1

(ωi ∧ u(x))vi

=

m∑
i=1

ˆ
Rn+
K(y)

∧mA(ωi ∧ u)(x+ y) dyvi

=
m∑
i=1

ˆ
Rn+
K(y)SAu(x+ y)(ωi) dyvi

=

ˆ
Rn+

( m∑
i=1

S[ωi]
∗K(y)vi

)
Au(x+ y) dy,

which is the conclusion. �

3. Estimates on special convolution operators

The main analytical advancement of this paper is contained in the following estimate

for convolution operators with kernels that vanish on a halfspace; in the sequel, we

identify Rn−1 × {0} ' Rn−1.

Proposition 3.1. Let s ≥ 1 and K ∈ C∞(Rn \ {0}) be (s − n)-homogeneous and

satisfy K ≡ 0 in Rn−. Let

T f(x) :=

ˆ
Rn+
K(y)f(x+ y) dy for f ∈ C∞c (Rn).

Then we have the estimates:

(a) if s = 1

‖T f‖L1(Rn−1) 6 c‖f‖L1(Rn+) for f ∈ C∞c (Rn),
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(b) if s > 1

‖T f‖Ḃs−1
1,1 (Rn−1) 6 c‖f‖L1(Rn+) for f ∈ C∞c (Rn).

We will use coordinates x = (x′, t), x′ ∈ Rn−1. The proof consists by first noticing

that it suffices to show that K( · , 1) ∈ L1 (resp. Ḃs−1
1,1 ) if s = 1 (resp. s > 1), followed

by checking these claims using the fact that the smoothness and vanishing of K on

Rn− give us better bounds than homogeneity alone.

Proof. We begin with the proof of (a), the case s = 1. We first show that it suffices to

prove that K( · , 1) ∈ L1(Rn−1).

We have that by a simple change of variable

T f(x′, 0) =

ˆ
Rn+
K(y)f((x′, 0) + y) dy =

ˆ
(x′,0)+Rn+

K(z − (x′, 0))f(z) dz

=

ˆ
Rn+
K(z − (x′, 0))f(z) dz,

so that by Fubini’s theoremˆ
Rn−1

|T f(x′, 0)|dx′ 6
ˆ
Rn−1

ˆ
Rn+
|K(z − (x′, 0))||f(z)|dz dx′

=

ˆ
Rn+

(ˆ
Rn−1

|K(z − (x′, 0))|dx′
)
|f(z)|dz.

We will show that the inner integral is independent of z = (z′, t) ∈ Rn+. We make the

change of variable y′ = t−1(z′ − x′) to getˆ
Rn−1

|K(z − (x′, 0))|dx′ =

ˆ
Rn−1

|K(z′ − x′, t)|dx′

=

ˆ
Rn−1

t1−n|K(t−1(z′ − x′), 1)|dx′ =

ˆ
Rn−1

|K(y′, 1)|dy′.

Therefore ˆ
Rn−1

|T f(x′, 0)|dx′ 6
ˆ
Rn−1

|K(y′, 1)|dy′
ˆ
Rn+
|f(z)|dz.(3.1)

To show that (3.1) implies the estimate in (a), we will prove that K( · , 1) ∈ L1(Rn−1).

To achieve this, we fix 0 < α < 1 and will only use the fact that K ∈ C0,α
loc (Rn \ {0})

together with a homogeneity argument. We write Sn−2 = Rn−1 ∩ Sn−1 and denote,

for an arbitrary but fixed 0 < r < 1, the neighbourhood N := Sn−2 +Br(0) of Sn−2

in Rn. We then define c1 to be the α-Hölder seminorm of K on N , i.e.,

c1 := sup
x,y∈N ,
x6=y

|K(x)−K(y)|
|x− y|α

.

The geometric argument depicted in Figure 1 shows that there exists a constant

c2 > 0 such that

|y′| > c2 ⇒
(y′, 1)

|(y′, 1)|
∈ N .(3.2)

From the same picture we see that the orthogonal projections of such points (y′,1)
|(y′,1)|

onto Rn−1 are contained in N , so

|y′| > c2 ⇒
(y′, 0)

|(y′, 1)|
∈ N .(3.3)
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r
x′

t

c2c2
t = 1

••

Sn−1

N

MM

π[M] π[M]

Figure 1. The geometric argument underlying (3.2) in the proof of

Theorem 1.1. When |y′| > c2, so (y′, 1) ∈ M := {(x′, 1) : |x′| > c2},
then π(y′, 1), the projection of (y′, 1) onto Sn−1, belongs to N .

Therefore, if |y′| > c2, then (3.2), (3.3), and the (1− n)-homogeneity of K allow us to

conclude for points (y′, 1) that

|K(y′, 1)| = |(y′, 1)|1−n
∣∣∣∣K ( (y′, 1)

|(y′, 1)|

)∣∣∣∣
= |(y′, 1)|1−n

∣∣∣∣K ( (y′, 1)

|(y′, 1)|

)
−K

(
(y′, 0)

|(y′, 1)|

)∣∣∣∣
6 c1|(y′, 1)|1−n

∣∣∣∣ (y′, 1)

|(y′, 1)|
− (y′, 0)

|(y′, 1)|

∣∣∣∣α = c1|(y′, 1)|1−n−α,

where in the second equality we used the fact that K = 0 on Rn−1 ∩N . Then, writing

c3 := max{|K(y′, 1)| : |y′| 6 c2}, we have that

ˆ
Rn−1

|K(y′, 1)|dy′ 6
ˆ
{|y′|6c2}

|K(y′, 1)|dy′ + c1

ˆ
{|y′|>c2}

dy′

|y′|n−1+α

= ωn−1c
n−1
2 c3 + c1

ˆ ∞
c2

rn−2 dr

rn−1+α
= ωn−1c

n−1
2 c3 +

c1
αcα2

,

where ωn−1 denotes the (n−1)-dimensional Lebesgue measure of the (n−1)-dimensional

unit ball. We conclude from (3.1) that

‖T f‖L1(Rn−1) 6 ‖K( · , 1)‖L1(Rn−1)‖f‖L1(Rn+),

so the estimate in (a) follows.

The proof of (b), i.e., for s > 1, follows the same structure but is more subtle. We

first show that it suffices to prove that K( · , 1) ∈ Ḃs−1
1,1 .

Let k := bsc+ 1 (or any integer larger than s) so

∆k
hT f(x′, 0) =

ˆ
Rn+

∆k
hK(x′ + y′, t)f(y′, t) dy′ dt,
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where the finite difference acts only on the x′-component. We estimate

|∆k
hT f(x′, 0)(x′, 0)| 6

ˆ
Rn+
|∆k

hK(x′ + y′, t)||f(y′, t)|dy′ dt.

By Fubini’s theorem, we have

‖T f( · , 0)‖Ḃs−1
1,1 (Rn−1) 6

ˆ
Rn+

ˆ
Rn−1

ˆ
Rn−1

|∆k
hK(x′ + y′, t)| dx′ dh

|h|n+s−2
|f(y′, t)|dy′ dt

=

ˆ
Rn+

ˆ
Rn−1

ˆ
Rn−1

|∆k
hK(x′, 1)| dx′ dh

|h|n+s−2
|f(y′, t)|dy′ dt

= ‖K( · , 1)‖Ḃs−1
1,1 (Rn−1)‖f‖L1(Rn+).

where the first equality follows by a simple change of variable and the homogeneity of

the kernel K. It remains to show that K( · , 1) ∈ Ḃs−1
1,1 , i.e., thatˆ

Rn−1

ˆ
Rn−1

|∆k
hK(x′, 1)| dx′ dh

|h|n+s−2
<∞.

To simplify the proof, we will endow Rn with the `1-norm. Since K ∈ Ck(Rn \ {0}),
we have for every x = (x′, t) ∈ Rn with |x| = 1 and h ∈ Rn such that |h| 6 1/(2k),

(3.4) |∆k
hK(x′, t)| 6 c1|h|k.

By homogeneity of K, for every x′, h ∈ Rn−1 with |h| 6 (1 + |x′|)/(2k), letting

t = 1/(1 + |x′|), we have |(tx′, t)| = 1 and thus by (3.4)

|∆k
hK(x′, 1)| = tn−s|∆k

thK(tx′, t)| 6 c1tn−s|th|k =
c1|h|k

(1 + |x′|)n+k−s .

Hence, we haveˆ
|h|61/(2k)

ˆ
Rn−1

|∆k
hK(x′, 1)|
|h|n+s−2

dx′ dh

6
ˆ
|h|61/(2k)

ˆ
Rn−1

c1
|h|n+s−2−k(1 + |x′|)n+k−s dx′ dh <∞.

(3.5)

Next, since K = 0 on Rn−, we have for every x = (x′, t) ∈ Rn such that |x| = 1,

(3.6) |K(x′, t)| 6 c2|t|k.

Letting t = 1/(1 + |x|), we have |(tx′, t)| = 1 and thus by (3.6)

|K(x′, 1)| = tn−s|K
(
tx′, t

)
| 6 c2tn+k−s =

c2
(1 + |x′|)n+k−s ,

and thus, since k ≥ 2,ˆ
|h|≥1/(2k)

ˆ
Rn−1

|∆k
hK(x′, 1)|
|h|n+s−2

dx′ dh

6
k∑
i=0

(
k

i

)ˆ
|h|≥1/(2k)

ˆ
Rn−1

|K(x′ + ih, 1)|
|h|n+s−2

dx′ dh

6 2k
ˆ
|h|≥1/(2k)

ˆ
Rn−1

c2
|h|n+s−2(1 + |x′|)n+k−s dx′ dh <∞.

(3.7)

The conclusion follows by adding together inequalities (3.5) and (3.7). �

Remark 3.2. Our approach to the trace inequalities given in Proposition 3.1 can be

used to give a very simple argument to the classical Theorem 2.1. On the one hand,

the variant of the Sobolev integral formula in Proposition 2.7 gives a representation

formula in Ẇk,1 supported on a pointed cone; on the other hand, the elementary

argument in the proof of Proposition 3.1 reduces the traces inequalities to checking

that C∞c is contained in L1 and Ḃk−1
1,1 .
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4. Proof of the trace theorems

In this section, we prove the trace Theorems 1.2 and 1.3, which we present here in

unified form. Recall the space

Tk(Hν , V ) :=

{
(f0, f1, . . . , fk−1) :

fk−1 ∈ L1(Hν , V ),

fj ∈ Ḃk−1−j
1,1 (Hν , V ), 0 6 j 6 k − 2

}
,

which is Banach with respect to the canonical norm

‖(f0, f1, . . . , fk−1)‖Tk(Hν) :=
( k−2∑
j=0

‖fj‖Ḃk−1−j
1,1

)
+ ‖fk−1‖L1(Hν).

In the sequel, we denote for u ∈ C∞c (Rn, V )

trk u := (u, ∂νu, . . . , ∂
k−1
ν u)

∣∣
Hν
.

We will now prove the following:

Theorem 4.1. Let n ≥ 2 and A be a differential operator as in (1.1) of order k ≥ 1.

Then A is boundary elliptic in direction ν if and only if there exists a constant c > 0

such that the estimate

‖ trk u‖Tk(Hν) 6 c‖Au‖L1(H+
ν )

holds for all u ∈ C∞c (Rn, V ).

Remark 4.2. We remark that since u admits traces in Ḃk−1
1,1 (Hν), all the derivatives

of u in the tangential direction have the suitable Besov regularity. Writing Dτ for

the gradient in the tangential direction (of Hν), we have that Dj
τu admits traces in

Ḃk−1−j
1,1 (Hν) for all j = 0, 1, . . . , k − 1. We can thus write down as a corollary of

Theorem 4.1 the following estimates for u ∈ C∞c (Rn, V ):

‖Dju‖Ḃk−j−1
1,1 (Hν) 6 c‖Au‖L1(H+

ν ) for j = 0, 1, . . . , k − 2,

‖Dk−1
τ u‖Ḃ0

1,1(Hν) 6 c‖Au‖L1(H+
ν ),

‖∂k−1
n u‖L1(Hν) 6 c‖Au‖L1(H+

ν ).

In particular, the only derivative of order at most (k − 1) for which the trace lacks

Besov regularity is the pure (k − 1)th normal derivative.

For the remainder of the paper, we suppress the subscript from the notation for

Hν , H±ν and write x = (x′, t) for a representation of x ∈ Rn in H, H⊥ coordinates.

We begin by proving necessity of boundary ellipticity.

Lemma 4.3. Let n ≥ 2 and A be a differential operator as in (1.1) of order k ≥ 1.

Suppose that there exists a constant c > 0 such that the estimate

‖u‖Ẇk−1,1(Hν) 6 c‖Au‖L1(H+
ν )(4.1)

holds for all u ∈ C∞c (Rn, V ). Then A is boundary elliptic in direction ν.

Proof. The proof relies on the fact that, if A is elliptic but not boundary elliptic in

direction ν, there exists η ∈ Rn such that A(η + i ν)v = 0 for some v ∈ V + iV . We

consider separately the cases when η and ν are linearly independent or not.

If η and ν are linearly independent, we will use coordinates x = (x1, x2, x
′′) ∈ Rn,

where x1 = x · ν, x2 = x · η, and x′′ ∈ {ν, η}⊥. In this notation, we have that maps

u(x) = f(x1 + ix2)v satisfy Au(x) = 0 whenever f is holomorphic at x1 + ix2 (see,

e.g., [23, Lem. 3.2] or [9, Lem. 2.5]).

We will use an idea originating in the necessity proof of [4, Thm. V]. We choose

f = fε : C \ (−∞,−2ε]→ C be a primitive of (z + 2ε)−1 for some ε ∈ (0, 1). We mean

this in the following sense: let f
(k−1)
ε (z) = (z + 2ε)−1, where the exponent denotes
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k− 1 complex derivatives. For k > 1, this procedure requires choosing a branch of the

logarithm, hence the restriction on the domain of fε.

We write uε(x) = fε(x1 + ix2)v. We consider cubes Qε = (−ε, 1) × (−1, 1)n−1

and a cut-off function ρ ∈ C∞c ((−2, 2)n) such that ρ = 1 in [−1, 1]n. We also

choose ϕε ∈ C∞(Rn) be such that sptϕε ⊂ {x ∈ Rn : x1 > −2ε} and ϕε = 1 in

{x ∈ Rn : x1 ≥ −ε}. Finally, we set ψε = ρϕε, which has the crucial properties that:

(i) ψε = 1 in Qε;

(ii) for |α| 6 k, we have |∂αψε(x)| = ‖∂αρ‖L∞ = c for x ∈ H+;

(iii) ψεuε ∈ C∞c (Rn, V ).

The latter implies that ψεuε is admissible for the estimate in (4.1). We compute:

A(ψεuε) = ψεAuε +
∑

|α|+|β|=k
|α|<k

cα,β∂
αuε∂

βψε.

Since Auε = 0, this implies that

‖A(ψεuε)‖L1(H+) 6 c
∑

|α|6k−1

‖∂αuε‖L1(H+∩(−2,2))n .

Due to the structure of fε, the most singular term on the right hand side is no worse

than ˆ
(−2,2)2

dx

|(x1, x2)|
,

which is clearly finite. On the other hand, we have that

ˆ
H

|Dk−1uε(0, x2, x
′′)|d(x2, x

′′) ≥
ˆ

[−1,1]n−2

ˆ 1

−1

dx2

|(2ε, x2)|
dx′′ ∼ arsinh( 1

ε )→∞

as ε↘ 0. Thus, we have obtained a contradiction when η is not parallel to ν.

If η and ν are linearly dependent, then A(ν)v = 0, and we proceed similarly to the

previous case, defining now uε(x) = g(x · ν)v, with a function g ∈ C∞(R) chosen in

such a way that g(0) = 1. �

The proof of the trace theorem is easily ensembled from the blocks we have:

Proof of Theorem 4.1. The necessity of boundary ellipticity follows at once from

Lemma 4.3. Assume next that A is boundary elliptic in direction ν. We can identify

Hν with Rn−1 and H+
ν with Rn+. Let u ∈ C∞c (Rn, V ), so by Theorem 2.6, we have

that we can write

u(x) =

ˆ
Rn+
K(x+ y)Au(y) dy,

where K is smooth away from zero, (k − n)-homogeneous and vanishes on Rn−. Let

j = 0, 1, . . . , k − 1. Then

∂jnu(x) =

ˆ
Rn+
Kj(x+ y)Au(y) dy, where Kj = ∂jnK.

Therefore Kj is smooth away from zero, (k− j − n)-homogeneous and vanishes on Rn−.

We can thus apply Proposition 3.1 with s = k− j ≥ 1 and obtain the trace inequalities

‖∂jnu‖Ḃk−j−1
1,1 (Rn−1) 6 c‖Au‖L1(Rn+) for j = 0, 1, . . . , k − 2,

‖∂k−1
n u‖L1(Rn−1) 6 c‖Au‖L1(Rn+).

The proof is complete. �
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5. Proof of the Sobolev estimate

In this section we prove the main Theorem 1.1. The proof follows from the trace

Theorems 1.2 and 1.3 and the fact that boundary ellipticity implies cancellation. This

latter observation is presented in the following:

Proposition 5.1. If n ≥ 2, if A be an operator which is elliptic and boundary elliptic

in some direction ν ∈ Sn−1, then A is canceling, i.e., A satisfies (C).

The assumption that n ≥ 2 is essential, as for n = 1 there are no canceling operators.

Proof of Proposition 5.1. Without loss of generality, we can say that A is boundary

elliptic in direction e1, where {ej}nj=1 is a standard orthonormal basis of Rn. Define

the operator A1 by A1(ξ) = A(ξ) for ξ ∈ span{e1, e2} ' R2. By definition, A1 is

elliptic and boundary elliptic in direction e1 on R2. We claim that A1 is C-elliptic, i.e.,

kerC A1(ξ1 + i ξ2) = {0}(5.1)

for all linearly independent ξ1, ξ2 ∈ R2 (if ξ1, ξ2 are not linearly independent, then

(5.1) follows by ellipticity and homogeneity of A). By linear independence of ξi, we

can find λ ∈ C \ {0} such that λ(ξ1 + i ξ2) = ξ + i e1, for some ξ ∈ R2. In fact,

writing ξ1 = (ξ11, ξ21) and ξ2 = (ξ12, ξ22), we have λ(ξ1 + i ξ2) = ξ + i e1 for some

λ = Re(λ) + i Im(λ) ∈ C \ {0} and some ξ ∈ R2 if and only if{
ξ11Im(λ) + ξ12Re(λ) = 1,

ξ21Im(λ) + ξ22Re(λ) = 0,

and this is clearly solvable for (Re(λ), Im(λ)) ∈ R2 \ {0} by the linear independence of

ξ1, ξ2. Now, by homogeneity of A, we have that kerC A1(ξ1 + i ξ2) = kerC A1(ξ + i e1),

so that (5.1) holds by boundary ellipticity of A1 in direction e1.

It then follows by [23, Lem. 3.2] or [24] that A1 is canceling, so that⋂
ξ∈Rn\{0}

imA(ξ) ⊂
⋂

ξ∈span{e1,e2}\{0}

imA(ξ) =
⋂

ξ∈span{e1,e2}\{0}

imA1(ξ) = {0},

which concludes the proof. �

We can now proceed with the

Proof of Theorem 1.1. We will now show that (b) holds, using both (a) and Theorem

4.1. Let u ∈ C∞c (Rn, V ). Using the extension Theorem 2.2, we find U ∈ Ẇk,1(H−, V )

such that DjU |H = Dju|H for j = 0, 1, . . . k − 1 (cf. Remark 4.2) and

(5.2) ‖DkU‖L1(H−) 6 c‖ trk u‖Tk(H).

Define an extension operator Eu by u in H+ and by U in H−. We now check that

AEu ∈ L1(Rn,W ). This will enable us to use the full-space estimate [53, Thm. 1.3].

Let ϕ ∈ C∞c (Rn,W ). Then, letting A∗ := (−1)k
∑
|α|=k A

∗
α∂

α be the formal adjoint

of A, we concludeˆ
Rn
Eu · A∗ϕdx =

ˆ
H+

u · A∗ϕdx+

ˆ
H−

U · A∗ϕdx

=

ˆ
H+

Au · ϕdx+

ˆ
H−

AU · ϕdx,

(5.3)

where the boundary terms in the integration by parts vanish since the traces of

Dju and DjU coincide for j = 0, 1, . . . , k − 1 by construction. As a consequence,

AEu ∈ L1(Rn,W ) with

AEu =

{
Au in H+

AU in H−.
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We then estimate from (5.2) and (5.3)

‖Dk−1u‖
L

n
n−1 (H+)

6 ‖Dk−1Eu‖
L

n
n−1 (Rn)

6 c‖AEu‖L1(Rn)

= c
(
‖Au‖L1(H+) + ‖AU‖L1(H−)

)
6 c

(
‖Au‖L1(H+) + ‖ trk u‖Tk(H−)

)
6 c‖Au‖L1(H+),

where in the second inequality we used [53, Thm. 1.3] and the fact that boundary

ellipticity implies cancellation (see Proposition 5.1); in the last inequality we used

Theorem 4.1. The proof of (b) is complete.

To prove the converse, first note that necessity of ellipticity for the estimate follows

from [53, Cor. 5.2]. Therefore, assume that A is elliptic, but not boundary elliptic. We

conclude the proof of the main result by showing that the estimate in (b) must fail. We

keep most of the construction in the proof of Lemma 4.3, with the only modification

that fε : C \ (−∞,−2ε]→ C is given by f
(k−1)
ε (z) = (z + 2ε)α, α = − 2(n−1)

n , where

we choose a branch of z−α according to the domain of fε. The remaining details are

left to the keen reader. �

In following the same ideas and using the full space estimates for (weakly) canceling

operators in [53, 8, 40], we can prove a broader class of estimates:

Theorem 5.2. Let n ≥ 2 and A be a kth order differential operator as in (1.1).

Suppose that A is elliptic and boundary elliptic in direction ν. Let s ∈ (0, n) be such

that s 6 k, j = 1, 2, . . . ,min{k, n − 1}, and q ∈ [1, n/(n − j)]. Then the following

estimates hold

‖u‖
Ẇ
k−s, n

n−s (H+
ν )
6 c‖Au‖L1(H+

ν )

‖| · |n−j−n/qDk−ju‖Lq(H+
ν ) 6 c‖Au‖L1(H+

ν )

‖Dk−nu‖L∞(H+
ν ) 6 c‖Au‖L1(H+

ν ) when k ≥ n

for u ∈ C∞c (Rn, V ).

Here we make the convention that the fractional scale Ẇs,p is completed with the

classical Sobolev spaces when s is a positive integer and with the Lebesgue spaces

when s = 0.

Remark 5.3. The L∞-estimate in Theorem 5.2 can be proved independently of the

machinery used to prove Theorem 1.1. One can simply use the representation formula

of Theorem 2.6 to note that Dk−nu can be represented by the convolution of a bounded

kernel with Au. In particular, the L∞-estimate is true in the absence of ellipticity,

which is necessary for the higher order estimate of Theorem 1.1.

6. Boundary ellipticity, trace operators and examples

In this section we classify the boundary ellipticity among related conditions that

lead to trace or Sobolev-type inequalities on domains or the entire space, respectively,

display the consequences for spaces of functions defined in terms of the differential

operators A and discuss several examples.

Based on Proposition 5.1, we first obtain the following implications for ν ∈ Sn−1

and operators A of the form (1.1):

A is C-elliptic =⇒ A is boundary elliptic in direction ν =⇒ A is canceling.(6.1)

To connect the consequences of the preceding chain of implications with previously

known results, we first restate the inequalities of the preceding sections in the language

of trace operators. From a function space perspective and in order to provide a unifying
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framework for problems arising, e.g., in elasticity or plasticity [21, 47], it is convenient

to put for an open set Ω ⊂ Rn

WA,1(Ω) := {u ∈Wk−1,1(Ω, V ) : Au ∈ L1(Ω,W )},

BVA(Ω) := {u ∈Wk−1,1(Ω, V ) : Au ∈M(Ω,W )},
(6.2)

where M(Ω,W ) denotes the W -valued Radon measures µ with finite total variation

‖µ‖M(Ω) on Ω. We define the corresponding norms or metrics on WA,1 or BVA,

respectively, by

‖u‖WA,1(Ω) := ‖u‖Wk−1,1(Ω) + ‖Au‖L1(Ω) for u ∈WA,1(Ω),

‖u‖BVA(Ω) := ‖u‖Wk−1,1(Ω) + ‖Au‖M(Ω) for u ∈ BVA(Ω),

dA(u, v) := ‖u− v‖Wk−1,1(Ω) + | ‖Au‖M(Ω) − ‖Av‖M(Ω)| for u, v ∈ BVA(Ω),

and note that approximation by smooth functions of u ∈ BVA(Ω) can only be expected

with respect to dA but not ‖ · ‖BVA (see e.g., [9, Sec. 2.4] and [41, Sec. 2.3]). Because

of this circumstance, we give the detailled proof of

Corollary 6.1 (Refined trace theorem). Let A as in (1.1) be a kth order operator

that is boundary elliptic in direction ν ∈ Sn−1. Then there exists a surjective, linear

trace operator trk : BVA(H+
ν )→ Tk(Hν , V ) which is continuous with respect to dA.

More precisely, there exists c = c(A, ν) > 0 such that the estimate

‖ trk(u)‖Tk(Hν) 6 c‖Au‖M(H+
ν )(6.3)

holds for all u ∈ BVA(H+
ν ).

Proof. Given u ∈ WA,1(H+
ν ), we may follow [18, §5.3.3] and consider for ε > 0 the

maps uε(x) := u(x+ εν) for x ∈ H+
ν . Passing to the mollifications uε := ρε/2 ∗uε with

the ε-rescaled variant of a standard mollifier ρ then yields that uε ∈ C∞(H+
ν , V ) and

‖uε−u‖WA,1(H+
ν ) → 0 as ε↘ 0. Hence C∞(H+

ν , V )∩WA,1(H+
ν ) is dense in WA,1(H+

ν )

for the norm topology. On the other hand, whenever ηR ∈ C∞c (Rn; [0, 1]) satisfies

1BR(0) 6 ηR 6 1B2R(0) together with

|∇lηR| 6
c

Rl
for all l ∈ {0, ..., k},

then ηRu → u as R → ∞ for the norm topology on WA,1(H+
ν ). Combining both

statements yields that C∞c (H+
ν , V ) is dense in WA,1(H+

ν ) for the norm topology.

For u ∈ WA,1(H+
ν ), we may thus pick a sequence (uj) ⊂ C∞c (H+

ν , V ) such that

uj → u for the WA,1(H+
ν )-norm. Theorem 4.1 then implies that (trkuj) is Cauchy in

Tk(Hν , V ) and, for Tk(Hν , V ) is Banach, converges to some element trku ∈ Tk(Hν , V ).

By a routine argument, one sees that this element trku is independent of the approximat-

ing sequence and thus well-defined. This defines a linear and bounded trace operator

trk : WA,1(H+
ν )→ Tk(Hν , V ), and this operator satisfies (6.3) in light of Theorem 4.1.

For u ∈ BVA(H+
ν ), we choose a sequence (vj) ⊂ C∞(H+

ν , V ) ∩ BVA(H+
ν ) ⊂

WA,1(H+
ν ) such that dA(vj , u) → 0 as j → ∞, see [9, Sec. 2.4] or [41, Sec. 2.3].

Let r > 0 and pick a cut-off function ϕr ∈ C∞(H+
ν ; [0, 1]) with ϕr(x) = 1 for

x ∈ H+
ν with dist(x,Hν) < r, ϕr(x) = 0 for x ∈ H+

ν with x ∈ H+
ν \ Sr, where

Sr := {x ∈ H+
ν : dist(x,Hν) 6 2r} and

|∇lϕr| 6
c

rl
for l ∈ {0, ..., k}.(6.4)

By the construction of trk : WA,1(H+
ν )→ Tk(Hν , V ), we have trk(vj) = trk(ϕrvj) for

all j ∈ N and all r > 0. Using (6.3) for ϕr(vi − vk) ∈WA,1(H+
ν ) as established above
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in the second step, we obtain for all i, j ∈ N by the Leibniz rule

‖trk(vi − vj)‖Tk(Hν) = ‖trk(ϕr(vi − vj))‖Tk(Hν)

(6.4)

6 c‖A(ϕr(vi − vj))‖L1(H+
ν )

6 c
( k−1∑
m=0

1

rk−m
‖Dm(vi − vj)‖L1(H+

ν )

)
+ c(|Avi|(Sr) + |Avj |(Sr))

(6.5)

First letting i, j → ∞ and then sending r ↘ 0, we see that (trk(vj)) is Cauchy in

Tk(Hν , V ) and thus converges to some element of Tk(Hν , V ). By an argument similar

to (6.5), one equally finds that this element is independent of the approximating

sequence (vj), so is well-defined, and depends linearly on u; note that, even though dA
is not translation invariant, the linearity can be obtained by a similar argument as

invoked in (6.5). This defines the requisite trace operator trk : BVA(H+
ν )→ Tk(Hν , V )

which, by construction is continuous for dA. By construction, it coincides with the trace

operator Wk,1(H+
ν , V )→ Tk(Hν , V ) on Wk,1(H+

ν , V )-maps, and hence its surjectivity

follows from Theorem 2.2. The proof is complete. �

Corollary 6.2 (Refined Sobolev-type inequalities). Let A as in (1.1) be a kth order

elliptic operator that is boundary elliptic in direction ν. Then there exists c = c(A, ν) >

0 and, for any 0 < s < 1, a constant cs = c(A, ν, s) > 0 such that the Sobolev-type

estimates

‖Dk−1u‖
L

n
n−1 (H+

ν )
6 c‖Au‖M(H+

ν ),

‖Dk−1u‖
Ẇ
s, n
n−1+s (H+

ν )
6 cs‖Au‖M(H+

ν )

(6.6)

hold for all u ∈ BVA(H+
ν ).

Proof. Let u ∈ BVA(H+
ν ) and pick a sequence (wj) ⊂ C∞c (H+

ν , V ) that converges to u

with respect to dA; this can be achieved by taking a sequence (vj) ⊂WA,1(H+
ν ) such

that dA(vj , u) < 1
j and then choosing, for each j ∈ N, some wj ∈ C∞c (H+

ν , V ) such

that ‖wj − vj‖WA,1(H+
ν ) <

1
j as in the very first part of the previous proof. Passing

to a subsequence if necessary, we may achieve Dk−1wj → Dk−1u L n-a.e. in H+
ν ;

then (6.6) is a direct consequence of Fatou’s lemma, Theorem 5.2 and dA(wj , u)→ 0

as j →∞. �

We now turn to some examples that demonstrate the richness and the limitations

of the boundary ellipticity.

Example 6.3 (C-elliptic operators). Based on (6.1), all C-elliptic operators are boundary

elliptic in any direction ν ∈ Sn−1. This particularly comprises the symmetric gradient

ε(u) :=
1

2
(Du+Du>), u = (u1, ..., un) : Rn → Rn(6.7)

for n ≥ 2 and, denoting by 1n×n the (n× n)-unit matrix, the trace-free symmetric or

deviatoric symmetric gradient

εD(u) := ε(u)− div(u)

n
1n×n, u = (u1, ..., un) : Rn → Rn(6.8)

in n ≥ 3 dimensions (see, e.g., [9, Sec. 2]). For the symmetric gradient, Corollary 6.1

directly yields the halfspace version of the BD-trace theorem due to Strang–Temam

[47] (also see Babadjian [5]); more generally, for halfspaces Corollary 6.1 lets us retrieve

the trace theorems for C-elliptic operators from [9, 17, 24] as special cases by (6.1).

Example 6.4 (The trace-free symmetric gradient in n = 2 dimensions). If n = 2,

then C-ellipticity coincides with cancellation for first order elliptic operators, see [23].

The trace-free symmetric gradient (6.8) is known to be non-canceling for n = 2 and
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Re(ξ)

Im(ξ) E ∼= C

Ω

` ∼= Rn−2

Re(ξ)

Im(ξ) E ∼= C·

` ∼= Rn−2

Ω

Figure 2. Shifting holomorphic maps along Rn−2. To construct

domains for which there is no trace operator BVA(Ω)→ Tk(∂Ω, V ) in

absence of C-ellipticity, one picks ξ ∈ Cn \ {0} and v ∈ (V + iV ) \ {0}
such that A(ξ)v = 0. For suitable holomorphic functions f : C ⊃ D→
C (e.g. with f (k−1)(z) = 1

z−1 and the complex disk D), either the

real or the imaginary part of u(x) := f(x ·Re(ξ) + ix · Im(ξ))v violate

the trace estimate over a set Ω that up to a rotation coincides with

{t1Re(ξ) + t2Im(ξ) + (0, z′′) : t21 + t22 < 1, z′′ ∈ Rn−2} (figure to the

left); see [9, Thm. 4.18], [24]. In the same way, one can come up

with domains that violate the the trace estimate for non-boundary-

elliptic operators by use of Lemma 4.3 (figure to the right). Including

a straight piece orthogonal to Im(ξ), one sees the necessity of the

boundary ellipticity even more directly.

therefore, in light of (6.1), cannot be boundary elliptic in direction ν for any ν ∈ S1.

We may then explicitly verify that for no halfspace H+
ν ⊂ R2 the operator εD admits

the trace or Sobolev estimates from Corollary 6.1 and 6.2: Put

f(x1, x2) :=
( x1

x2
1 + x2

2

,− x2

x2
1 + x2

2

)
, (x1, x2) ∈ H+

ν .

An explicit computation directly verifies that εD(f)(x1, x2) = 0 ∈ R2×2 for all

(x1, x2) ∈ H+
ν regardless of ν = (ν1, ν2) ∈ S1. Whenever ηR ∈ C∞c (R2; [0, 1]) is a

cut-off function with 1BR(0) 6 ηR 6 1B2R(0) and |∇ηR| 6 2
R for R > 0, then uR :=

ηRf ∈ BVA(H+
ν ). By construction, we obtain that supR>0 ‖εD(uR)‖M(H+

ν ) <∞, but

parametrising Hν = Rν⊥ with ν⊥ = (−ν2, ν1), we then obtainˆ
Hν

|uR(x1, x2)|dH 1(x1, x2) ≥
ˆ R

−R

dt

|t|
=∞

which is in line with Corollary 6.1. Similarly, one obtains with a constant c > 0ˆ
H+
ν

|uR(x)|2 dx ≥
ˆ
H+
ν ∩BR(0)

d(x1, x2)

x2
1 + x2

2

≥ c
ˆ R

0

dr

r
=∞,

which is in line with Corollary 6.2.

Even though our main focus of the present paper is on halfspaces, let us note

that the failure of boundary ellipticity of A in a certain direction can immediately be

used to construct a domain Ω ⊂ Rn for which there is no boundary trace operator

BVA(Ω)→ Tk(∂Ω, V ) (see Figure 2) with the obvious definition of the latter space

via local charts. However, as it is more restrictive for an operator to not be boundary

elliptic in a certain direction than to not be C-elliptic in general (see the next example),

a modification of the argument sketched in Figure 2 directly yields that the existence of

a trace operator BVA(Ω)→ Tk(∂Ω, V ) forces the outward unit normals ν∂Ω to belong
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to some set K ⊂ Sn−1 depending on A. While this technical point will be pursued in

future work, we conclude the present paper by giving examples of operators that, in

view of (6.1), fail to be C-elliptic, yet are boundary elliptic in certain directions and

thus admit Sobolev estimates on the corresponding halfspaces:

Example 6.5. Let n ≥ 3, N ≥ 3, V = RN , W = R((N−1)n−1)×2 and consider the

differential operator A acting on u = (u1, ..., uN ) : Rn → RN

Au =



∂1u1 − ∂2u2 ∂1u2 + ∂2u1

∂3u1 ∂3u2

...
...

∂nu1 ∂nu2

∇u3 0
...

...

∇uN 0


,(6.9)

where 0 denotes the zero vector in Rn. As established in [23, Counterexample 3.4],

this operator serves as an example of an elliptic operator being canceling yet failing to

be C-elliptic. However, A is boundary elliptic in every direction ν ∈ span{e3, ..., en}.
Based on this operator, boundary elliptic, non-C-elliptic operators of arbitrary order

can be constructed: In fact, if B is a (k− 1)th order, C-elliptic differential operator on

Rn from W = R((N−1)n−1)×2 to some finite dimensional real vector space, then BA is

of kth order, boundary elliptic in all directions ν ∈ span{e3, ..., en} but non-C-elliptic.
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[26] Hörmander, L., 2003. The analysis of linear partial differential operators I: Distribution theory

and Fourier analysis. Classics in Mathematics, Reprint of the 2nd Edition 1990. Springer, Berlin,

Heidelberg.
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[40] Rait, ă, B., 2019. Critical Lp-differentiability of BV A-maps and canceling operators. Transactions

of the American Mathematical Society, 372(10), pp.7297–7326.

[41] Rait, ă, B. and Skorobogatova, A., 2020. Continuity and canceling operators of order n on Rn.

Calculus of Variations and Partial Differential Equations, 59(2), pp. 1–17.

[42] Smith, K.T., 1961. Inequalities for formally positive integro-differential forms. Bulletin of the

American Mathematical Society, 67(4), pp. 368–370.

[43] Smith, K.T., 1970. Formulas to represent functions by their derivatives. Mathematische Annalen,

188(1), pp. 53–77.

[44] Stolyarov, D., 2020. Weakly canceling operators and singular integrals. ArXiv preprint

arXiv:2006.11617.



22 F. GMEINEDER, B. RAIT, Ă, AND J. VAN SCHAFTINGEN
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