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Abstract. We establish W1,1-regularity and higher gradient integrability for relaxed mini-

mizers of convex integral functionals on BV. Unlike classical examples such as the minimal

surface integrand, we only require linear growth from below but not necessarily from above.

This typically comes with a non-uniformly degenerate elliptic behaviour, for which our results

extend the presently available bounds from the superlinear growth case in a sharp way.
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1. Introduction

Functionals with linear growth are one of the central topics in the Calculus of Variations,

comprising the classical (non-parametric) minimal surface problem as a special case. Compared

with more classical settings – e.g., elastic energies in reflexive Sobolev spaces – they come with a

crucial lack of compactness and potential concentration effects. This eventually leads to relaxed

formulations on the space BV of functions of bounded variation [AFP00, GMS79, Giu77], and

the underlying regularity theory needs to take care of the generic degenerate elliptic behaviour

of the integrands. Fundamentally different from the Sobolev case, a primary objective here is

the absence of the singular parts and so the W1,1-regularity of minima; see Section 1.2 for more

detail.

While conditions for Sobolev regularity in the realm of linear growth functionals are fairly

well understood [BBG20, BEG24, BS13, BS15, Bil03, GK19b, Gme20], much less is known

for non-uniformly elliptic problems on BV. Deferring the precise meaning of this notion to

our discussion below, such functionals represent the endpoint case of non-uniformly elliptic

superlinear growth problems: With origins in the works of Marcellini [Mar89, Mar91], the latter

– also known as (p, q)-growth functionals – now face an abundance of criteria leading to improved

regularity assertions; see [BS20, BS24, CKPdN11, ELM99, ELM04] for a non-exhaustive list,

and De Filippis & Mingione [DFM25a, Min06] for overviews. Yet, the borderline case p = 1 is

widely open so far and comes with more fundamental obstructions than in superlinear growth

scenarios. In this paper, we aim to give the first results in this limiting case which bridge

between the two growth regimes in a sharp way. Referring the reader to Section 1.2 below for

the precise statements, we give our detailed set-up first.
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1.1. Setting and LSM-extensions. In all of what follows, let Ω ⊂ Rn be an open and

bounded set with Lipschitz boundary. As the central objects of the present paper, we consider

convex variational integrands F ∈ C(RN×n) which satisfy the growth bound

γ|z| ≤ F (z) ≤ Γ(1 + |z|q) for all z ∈ RN×n,(1.1)

where 0 < γ ≤ Γ < ∞ and 1 ≤ q < ∞. For future reference, we note that the choice q = 1 in

(1.1) corresponds to classical linear growth and is, for instance, fulfilled by the area integrand

F (z) :=
√

1 + |z|2.

Henceforth, let u0 ∈W1,q(Ω;RN ) be a Dirichlet datum. In view of the variational problem

to minimize F [u; Ω] :=

ˆ
Ω

F (∇u) dx over W1,q
u0

(Ω;RN ) := u0 + W1,q
0 (Ω;RN ),(1.2)

we deduce from the upper growth bound of (1.1) that F [−; Ω] is well-defined on the Dirichlet

class W1,q
u0

(Ω;RN ). However, by the lower growth bound from (1.1), minimizing sequences will,

in general, only be bounded in W1,1(Ω;RN ). The latter space is non-reflexive, and concen-

tration effects might prevent minimizing sequences from being relatively weakly compact in

W1,1(Ω;RN ) indeed. As a classical procedure, compactness can be achieved by passing to the

larger space BV(Ω;RN ) of functions of bounded variation. In consequence, since F [−; Ω] is a

priori only well-defined on W1,q(Ω;RN ), this necessitates a suitable extension to BV(Ω;RN ).

Keeping in mind the direct method of the Calculus of Variations, such extensions ought to

be lower semicontinuous with respect to the convergence yielding compactness; in our situation,

this is the weak*-convergence on BV(Ω;RN ) (see Section 2 for the precise definition). This is

accomplished by the Lebesgue–Serrin–Marcellini (LSM) extension

F
∗
u0

[u; Ω] := inf

{
lim inf
j→∞

ˆ
Ω

F (∇uj) dx :
(uj) in u0 + W1,q

0 (Ω;RN )

uj
∗
⇀ u in BV(Ω;RN )

}
(1.3)

for u ∈ BV(Ω;RN ). Originally introduced in [Mar86] in the semiconvex context, LSM extensions

have been considered recently by De Filippis et al. [DFKK24, DFM25b] in the study of convex

functionals of (p, q)-growth with p > 1. However, in the BV-situation as discussed here, they

usually cannot be represented by integrals or measures by easy means if q > 1, and come

with both benefits and drawbacks; see Section 1.2(a) below for a discussion. For now, we

note that sequences as required in (1.3) always exist in our setting (see Lemma 2.1), whereby

F
∗
u0

[−; Ω] is well-defined on BV(Ω;RN ). Crucially, the Dirichlet datum is directly included

in the definition of the relaxed functional. This feature might be anticipated from classical

relaxations in the linear growth context, where it corresponds to the usual solid-boundary-

value approach. In particular, it causes the emergence of boundary penalisation terms; see also

the integral representation (1.13) in the case q = 1 below.

In the following, we call u ∈ BV(Ω;RN ) a relaxed or BV-minimizer of F subject to the

Dirichlet datum u0 provided that

F
∗
u0

[u; Ω] ≤ F
∗
u0

[v; Ω] for all v ∈ BV(Ω;RN ).(1.4)

We note that in (1.4), the competitors are allowed to be arbitrary in BV(Ω;RN ). As a

key point, Theorem 4.4 below establishes that (1.3) is in fact the correct extension for the

minimization problem (1.2). Namely, subject to the growth condition (1.1) and Dirichlet

data u0 ∈ W1,q(Ω;RN ), the original functional F [−; Ω] coincides with the relaxed functional

F
∗
u0

[−; Ω] on the Dirichlet class W1,q
u0

(Ω;RN ), relaxed minimizers of F always exist, and we

have the no-gap-result

min
BV(Ω;RN )

F
∗
u0

[−; Ω] = inf
W1,q
u0

(Ω;RN )
F [−; Ω].(1.5)

Interestingly, minimality of some u ∈ BV(Ω;RN ) for the relaxed functional directly implies

strong structural features on the densities dDsu
d|Dsu| of the singular parts, see Proposition 4.5: The

finiteness of the relaxed functional excludes that these densities are contained in parts of the

rank-one-cone of directions where F has superlinear growth.

In general, by potential concentration effects of minimizing sequences, the absolutely contin-

uous and singular parts of gradients of relaxed minimizers are intertwined in a delicate manner.
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It is thus natural to inquire as to which conditions on the integrand F imply the complete

absence of the singular parts Dsu and, if possible, higher gradient integrability.

1.2. Main results, context and strategy of proof. Regularity assertions of this kind nec-

essarily rely on some form of ellipticity of F . In this regard, a flexible scale is that of (µ, q)-

ellipticity, letting us grasp the typical degenerate elliptic behaviour of C2-integrands verifying

(1.6). With origins in [BF01, BF02, Bil03], we say that F ∈ C2(RN×n) is (µ, q)-elliptic with

1 ≤ µ <∞ and 1 ≤ q <∞ if there exist constants 0 < λ ≤ Λ <∞ such that

λ(1 + |z|2)−
µ
2 |ξ|2 ≤ 〈∇2F (z)ξ, ξ〉 ≤ Λ(1 + |z|2)

q−2
2 |ξ|2 for all z, ξ ∈ RN×n.(1.6)

In the classical linear growth context, (1.6) is typically satisfied for 1 < µ <∞ and q = 1, and

implies that the corresponding ellipticity ratio

RF (z) :=
highest eigenvalue of ∇2F (z)

lowest eigenvalue of ∇2F (z)
(1.7)

blows up as |z| → ∞. Thus, in the terminology of De Filippis & Mingione [DFM25a], even

classical linear growth C2-integrands are non-uniformly elliptic. In this sense, integrands obey-

ing (1.6) can be regarded as very non-uniformly elliptic. It is then natural to examine how far

the ellipticity ratio can be deteriorated while still maintaining the W1,1
loc-regularity of relaxed

minimizers and connecting this borderline case with the available results for classical linear and

(p, q)-growth in a sharp way. This is answered by

Theorem 1.1 (Universal higher gradient integrability). Let Ω ⊂ Rn be open and bounded with

Lipschitz boundary. Moreover, let F ∈ C2(RN×n) be a variational integrand with (1.1) and

(1.6), where 1 ≤ µ, q <∞ satisfy

q + µ < 2 +
2

n− 1
and

{
1 ≤ µ < 1 + 2

n if n ≥ 3,

1 ≤ µ ≤ 2 if n = 2.
(1.8)

Then, for any u0 ∈W1,q(Ω;RN ), every relaxed minimizer u ∈ BV(Ω;RN ) of F subject to the

Dirichlet datum u0 belongs to W1,1(Ω;RN ).

More precisely, there exist a constant c = c(γ,Γ, λ,Λ, n, q, µ) ∈ [1,∞) and an exponent

d = d(n, µ, q) ∈ [1,∞) such that the following estimates hold for every such u ∈ BV(Ω;RN )

and all balls BR(x0) b Ω:

(a) If 1 ≤ µ < 1 + 2
n and n ≥ 3, then( 

BR/2(x0)

|∇u|
(2−µ)n
n−2 dx

) n−2
(2−µ)n

≤ c
(

1 +

( 
BR(x0)

|∇u|dx
)d)

.(1.9)

(b) If 1 ≤ µ < 2 and n = 2, then

−‖ |∇u|2−µ‖
1

2−µ
exp L1(BR/2(x0))

≤ c
(

1 +

( 
BR(x0)

|∇u|dx
)d)

,(1.10)

where −‖ · ‖exp L1(BR/2(x0)) is the scaled Orlicz norm with respect to the Young function

t 7→ exp(|t|)− 1; see Section 2.1 for its precise definition.

(c) If n = 2 and µ = 2, then we have for every 1 ≤ t <∞ that( 
BR/2(x0)

|∇u|t dx

) 1
t

≤ exp

(
c t

(
1 +

( 
BR(x0)

|∇u|dx
)d))

.(1.11)

Note that, if one writes the left-hand side of (1.9) as

−‖ |∇u|2−µ‖
1

2−µ

L
n
n−2 (BR/2(x0))

=

( 
BR/2(x0)

|∇u|
(2−µ)n
n−2 dx

) n−2
(2−µ)n

,

then (1.10) can be understood as the sharp substitute of (1.9) for n = 2. In the two-dimensional

case and subject to the stronger condition (1.12) below, the previous result can be sharpened

to yield the local C1,α-regularity of relaxed minimizers:
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Theorem 1.2 (Universal C1,α-regularity in n = 2 dimensions). Let Ω ⊂ R2 be open and

bounded with Lipschitz boundary, and let F ∈ C2(RN×2) be a variational integrand satisfying

(1.1) and (1.6), where

max{2, q}+ 3µ < 6.(1.12)

Moreover, let u0 ∈ W1,q(Ω;RN ). Then, for any 0 < α < 1, every relaxed minimizer u ∈
BV(Ω;RN ) of F subject to the Dirichlet datum u0 belongs to (W1,1 ∩C1,α

loc )(Ω;RN ).

We now briefly comment on the proof of Theorems 1.1 and 1.2. To this end, it is instructive

to firstly recall the available results in the purely linear growth case, meaning that q = 1 in the

upper bound in (1.1). Owing to convexity of F , which gives us access to Reshetnyak’s lower

semicontinuity theorem [Res68], one then has the classical integral representation

F
∗
u0

[u; Ω] =

ˆ
Ω

F (∇u) dx+

ˆ
Ω

F∞
( dDsu

d|Dsu|

)
d|Dsu|

+

ˆ
∂Ω

F∞(tr∂Ω(u0 − u)⊗ ν∂Ω) dH n−1

(1.13)

for u ∈ BV(Ω;RN ). In (1.13), Du = Dau+Dsu = ∇uL n+ dDsu
d|Dsu| |D

su| is the Lebesgue-Radon-

Nikodým decomposition of the measure derivative Du, tr∂Ω : BV(Ω;RN )→ L1(∂Ω;RN ) is the

boundary trace operator on BV(Ω;RN ), and ν∂Ω : ∂Ω→ Sn−1 is the outer unit normal to ∂Ω;

see Section 2.2 for more detail.

In this setting and moreover assuming (1.6) with q = 1, the first W1,1-regularity results are

due to Bildhauer [Bil02, Bil03]. More precisely, if 1 < µ < 1 + 2
n , then one relaxed minimizer

belongs to W1,1(Ω;RN ) and, if 1 < µ ≤ 3, one locally bounded relaxed minimizer belongs

to W1,1(Ω;RN ). The first author and Schmidt [BS13] extended these results to any relaxed

minimizer and not only a specific one obtained by pure viscosity approximations. To underline

this point, assume for simplicity that u0 ∈ W1,2(Ω;RN ); then one may consider viscosity

stabilizations

Fj [v; Ω] :=

ˆ
Ω

F (∇v) dx+
1

j

ˆ
Ω

|∇v|2 dx, v ∈W1,2
u0

(Ω;RN ).(1.14)

Denoting by vj the unique minimizer of (1.14), the strategy of [Bil02, Bil03] is centered around

establishing uniform higher integrability estimates on the functions vj . The sequence (vj), in

turn, is shown to converge to some minimizer of (1.13). However, since F∞ is positively 1-

homogeneous (whereby F∞ is not strictly convex) and acts on a different part of Du than the

one governed by the strictly convex function F , the relaxed functional (1.13) fails to be strictly

convex. As a consequence, minimizers of (1.13) might be non-unique; see [BS13, San72]. Thus,

even though the minimizer found by the approach following (1.14) is W1,1-regular, this does

not rule out the existence of other, more irregular minimizers. This issue can be circumvented

by an approximation strategy based on the Ekeland variational principle [Eke74], see [BS13]

for its first use in the context of linear growth functionals and [BEG24, EL25, FPS24, Gme16,

GK19b, Gme20, Sch15, Woz23] for related implementations. Based on this discussion, we now

highlight some key points and novelties in the overall proof.

(a) LSM-relaxations. To the best of our knowledge, the present paper seems to be the first

Sobolev regularity contribution in the vectorial BV-context which completely avoids integral

representations. All previous approaches in the purely linear growth situation rely at some point

on the representation (1.13) and refined continuity properties for e.g. the area-strict topology.

From a lower semicontinuity viewpoint, (1.3) is indeed the canonical extension of the functional

F [−; Ω] to BV(Ω;RN ), comes with no Lavrentiev gap (see Theorem 4.4) but is also technically

favourable: The existence of recovery sequences is relatively easy to establish (see Lemma 4.1),

letting us avoid the detour over the integral representation (1.13) and the continuity part

of Reshetnyak’s theorem; see Remark 5.7 for more detail. However, in the exponent regime

considered here, the requisite integral representations are currently not available anyway. This

issue is essentially due to the appearance of the Dirichlet data in (1.3), and is briefly addressed

for the reader’s convenience in the Appendix, Section 7. As one of the key points, however,

the present paper furnishes the metaprinciple that integral representations are not required for
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Sobolev regularity assertions, even for classical linear growth problems q = 1 as a special case.

Working exclusively with (1.3), however, comes to the effect that minimality itself is hard to

be localised in general and if so, such local minimality results or localised estimates as (1.9) or

(1.10) are a consequence of regularity statements; see, e.g., Remark 5.13 and Corollary 5.18.

(b) Universal gradient estimates: Ekeland approximations versus gaps. In our

situation, which includes classical linear growth as a special case, the ghost of non-uniqueness

still persists (apart from very special situations, see, e.g. [BL25]). Following the discussion

after (1.14), this necessitates suitable Ekeland-type viscosity approximations uj based on the

perturbation space W−1,1, see Section 2.2.2 for the latter. This approximation step is crucial

in order to arrive at universal regularity results, that is, for all relaxed minimizers. However,

despite being finely adjusted to the underlying scenarios in the purely linear growth context,

previous approaches as developed in [BEG24, BS13, FPS24, GK19b, Gme20, Sch15] do not

suffice here. In essence, this is due to the Lipschitz-type (but not Lipschitz) estimate from

Lemma 2.11. Without further refinement, this estimate entails that the auxiliary approximat-

ing problems might become decoupled from the original ones during the Ekeland approximation

procedure. Indeed, on a more technical level, a straightforward adaptation of the methods

established in [BS13, BEG24, Gme20] might lead to intermediate Lavrentiev gaps during the

approximation process. Because of q > 1, however, a direct q-growth uniformization of approx-

imating integrands such as, e.g., in [ELM99, CKPdN11] might lead to Fj [uj ; Ω] 6→ F
∗
u0

[u; Ω],

see Remark 5.5. In particular, the connection to the original functional might get lost. Since

we are bound to employ an Ekeland-type argument due to the possible phenomenon of non-

uniqueness of relaxed minimizers, this means that non-uniqueness and the deteriorated growth

behaviour are two coupled effects which have a considerably worse impact than in the purely

linear growth case.

Thus, the construction of a suitable approximating sequence whose members share on the

one hand a useful local W−1,1-almost minimality amenable to subsequent regularity estimates

and on the other hand satisfy Fj [uj ; Ω] → F
∗
u0

[u; Ω], requires a fine-tuned and conceptually

novel set-up. Its precise implementation, which relies on a quantitative handling of the potential

Lq-gradient blow-ups of W1,q-almost minimizers for each j ∈ N, is given in Section 5.1; see also

Remarks 5.5–5.7.

(c) Universal gradient estimates and exponent ranges. As a consequence of this

somewhat different procedure, the subsequent perturbed Euler–Lagrange inequality takes a

slightly weaker form than in previous contributions, partially leading to the non-admissibility

of natural test maps; see Section 5.2. While comparatively weak, the resulting estimates are

still robust enough to allow an optimisation of cut-offs in the spirit of [BS20, BS24, CS24,

DFKK24]; in this regard, Section 3 provides the requisite background results. In combination

with Reshetnyak’s lower semicontinuity theorem, we prove in Sections 5.3 and 5.4 that – despite

the additional difficulties due to the q-growth from above in (1.1) – the W1,1-regularity assertion

from Theorem 1.1 holds for any relaxed minimizer. Since we do not rely on integral or measure

representations of F
∗
u0

[−; Ω], the precise form of the estimates (1.9)–(1.11) requires another

argument. As a consequence of an intermediate universal regularity result (Proposition 5.11)

and thereby improving the very weak convergence properties of the approximating sequence,

the latter is ultimately shown to have weak gradients converging L n-a.e.. This requires a

restructuring of the proof, but comes to the effect that the estimates can be localised to appear

in their natural forms (1.9)–(1.11).

Theorem 1.2, in turn, strongly hinges on Theorem 1.1(b) and advances an argument due to

Bildhauer & Fuchs [BF03] towards p = 1 and its applicability in the Ekeland approximation

scheme. The latter, being necessary to obtain universal estimates, forces us to perform the

underlying limit passages differently. In particular, they must be accomplished in an order to

get useful access to the available a priori estimates. This requires a variant of the Frehse–

Seregin lemma [FS98], see Lemma 2.13. We thereby arrive at gradient continuity, from where

an adaptation of an argument due Ancona and Brezis [Anc09] implies Theorem 1.2.

In view of the available results for the related functionals of (p, q)-growth, the exponent

ranges of Theorems 1.1 and 1.2 seem to be close to optimal. In this sense, our results provide
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a sharp bridging between the case p = 1 and p > 1; see also Remark 1.3 below. Moreover,

integrands whose growth can be located at the interface of both scenarios are equally included

in our setting as special cases. For instance, this concerns non-uniformly elliptic integrands

of critical Orlicz growth (e.g., L log L-growth from below), a class that has lately attracted

attention, see [DF25] for an overview and [EMMP22, DFM23, DFP24, DFDFP24] for some

recent results in this direction. Since the condition (1.6) is typically satisfied in this situation

for µ = 1, Theorems 1.1 and 1.2 immediately apply in the underlying ranges of q.

Remark 1.3 (Comparison with (p, q)- and (µ, s, q)-growth conditions). We briefly compare the

precise assumptions on the exponents µ and q with related previous results in the superlinear

context, meaning that F (z)/|z| → ∞ as |z| → ∞. In [BF01, FM00], various regularity results

are established under the assumption

(1.15) µ+ q < 2 +
2

n
,

which, in general, is more restrictive than (1.8). Condition (1.15) has a nice interpretation with

earlier regularity results under (p, q)-growth conditions, in which the lower bound in (1.1) is

replaced by γ|z|p for some p > 1 and (1.6) holds with µ = 2−p: Classical results in this context

(see, e.g., [CKPdN11, Mar89, Mar91]), ensure gradient regularity under the condition

(1.16)
q

p
< 1 +

2

n
,

which perfectly matches (1.15) in the limit p ↘ 1. More recently, the condition (1.16) was

improved in [BS24, Sch21, Sch24] to

(1.17)
q

p
< 1 +

2

n− 1
,

which is consistent with condition (1.8) of the present paper in the limit p ↘ 1. In fact, with

methods of the present paper it seems possible to extend the higher integrability results of

[Sch21] to the subquadratic case and n = 2 dimensions. Finally, we remark that (1.17) reads

q < 3p if n = 2, which is also consistent with condition (1.12) with the choice µ = 2 − p; note

that (1.12) trivially holds if 1 ≤ p ≤ q ≤ 2 and µ = 2− p.

Lastly, if q = 1 in (1.1) and (1.6), purely linear growth integrands share some similarities

with (p, q)-growth integrands on the level of second derivatives. Still, the landmark for W1,1-

regularity in the realm of the unconstrained Dirichlet problem on BV is 1 < µ < 1 + 2
n (see

also [Bil03, Gme20]), which is slightly extended by Theorem 1.1 (c), also covering the endpoint

case µ = 1 + 2
n in n = 2 dimensions. Further improvements are only available for a related

Neumann problem [BBG20] or under additional L∞-hypotheses [BEG24, BS13, Bil02]. In the

latter case, the dimension-independent range 1 < µ ≤ 3 implies the W1,1-regularity of relaxed

minimizers. While we shall pursue such L∞-constrained results as companions of Theorem 1.1

in future work, improvements for q = 1 in the unconstrained case seem unlikely. In particular,

it is not clear to us whether the methods of this paper can be adapted to yield W1,1-regularity

with q = 1 and 1 < µ < 1 + 2
n−1 in the vectorial case. Indeed, in view of the currently available

strategies, the results of the present paper indicate that – even though purely linear growth

problems have a strong resemblance to (p, q)-growth problems on the level of second derivatives

– both classes are different on a more fundamental level; see Remark 5.14.

1.3. Structure of the paper. We now briefly comment on the organization of the paper. In

Section 2, we fix notation and collect the key background facts and definitions for the proofs of

Theorems 1.1 and 1.2. After recording an analytic lemma on good cut-off functions in Section 3,

Section 4 gathers various fundamental properties of the relaxed functionals. In particular, this

comprises the existence of relaxed minimizers and a no-gap-result, identifying (1.3) as the

correct extension. Along with the more involved construction of the underlying Ekeland-type

vanishing viscosity sequence as a central point, Section 5 is devoted to the proof of Theorem 1.1

and a related dimension reduction result for the singular set. Section 6 serves to establish

Theorem 1.2. The Appendix, Section 7, gives a quick discussion of integral representations and

provides the proofs of several auxiliary results that enter the main part.
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2. Preliminaries

2.1. General notation. Throughout the entire paper and unless stated otherwise, Ω ⊂ Rn
denotes an open and bounded set with Lipschitz boundary. For x0 ∈ Rn and r > 0, we put

Br(x0) := {x ∈ Rn : |x − x0| < r} and, accordingly, Sn−1 := ∂B1(0). The n-dimensional

Lebesgue and (n− 1)-dimensional Hausdorff measures are denoted by L n and H n−1. For two

matrices z, z′ ∈ RN×n, we write 〈z, z′〉 for their Hilbert–Schmidt inner product.

For a finite dimensional inner product space V , we denote by RM(Ω;V ) the V -valued Radon

measures on Ω, whereas we write RMfin(Ω;V ) for the finite, V -valued Radon measures on Ω

endowed with the total variation norm |µ|(Ω). For a non-negative Radon measure, in formulae

µ ∈ RM(Ω), a Borel set U ⊂ Ω with L n(U) > 0 and a µ-integrable map u : Ω → V , we

moreover set  
U

udµ :=
1

L n(U)

ˆ
U

udµ and (u)Br(x0) :=

 
Br(x0)

udx.

To obtain inequalities involving Orlicz norms which obey the correct scaling, it is convenient

to denote for a Young function Φ: R≥0 → R≥0, a ball Br(x0) and u ∈ LΦ
loc(Rn;V )

−‖u‖LΦ(Br(x0)) := inf
{
λ > 0:

 
Br(x0)

Φ
( |u|
λ

)
dx ≤ 1

}
.

Given a measurable map u : Ω → RN and x ∈ Ω, we denote for ` ∈ {1, . . . , n} and 0 < h <

dist(x, ∂Ω) the associated difference quotient in `-th direction by

∆±`,hu(x) :=
1

h
(u(x± he`)− u(x)),

where e` is the `-th standard unit vector, and sometimes write ∆`,h := ∆+
`,h for brevity. Finally,

we use c, C > 0 to denote generic constants which may change from one line to the other, and

we only specify them if their precise values are required in the sequel.

2.2. Function spaces. We now collect some background definitions and results for various

function spaces to enter the main part. With few exceptions, the material is discussed in

greater in detail in [AFP00, EG92].

2.2.1. Functions of bounded variation. We say that u ∈ L1(Ω;RN ) is of bounded variation,

denoted by u ∈ BV(Ω;RN ), if its total variation

|Du|(Ω) := sup
{ˆ

Ω

〈u,div(ϕ)〉dx : ϕ ∈ C∞c (Ω;RN×n), ‖ϕ‖L∞(Ω) ≤ 1
}

is finite; here, div(ϕ) is the row-wise divergence. The space BVloc(Ω;RN ) then is defined in

the obvious way. As already mentioned in the introduction, the Lebesgue–Radon–Nikodým

decomposition of Du for u ∈ BV(Ω;RN ) reads as

Du = Dau+ Dsu = ∇uL n +
dDsu

d|Dsu|
|Dsu|, where Dau� L n and Dsu ⊥ L n.(2.1)

Here, ∇u ∈ L1(Ω;RN×n) is the approximate gradient of u. For future reference, we recall that

Alberti’s celebrated rank-one theorem [Alb93] asserts that

rk
( dDsu

d|Dsu|

)
= 1 |Dsu|-a.e. in Ω.(2.2)

Given u, u1, . . . ∈ BV(Ω;RN ), we say that the sequence (uj) converges in the weak*-sense to u

and write uj
∗
⇀ u provided that uj → u strongly in L1(Ω;RN ) and Duj

∗
⇀ Du in the sense of

weak*-convergence in RMfin(Ω;RN×n).

If a sequence (uj) in BV(Ω;RN ) is bounded with respect to the BV-norm ‖v‖BV(Ω) :=

‖v‖L1(Ω) + |Dv|(Ω), then there exists u ∈ BV(Ω;RN ) and a (non-relabelled) subsequence such

that uj
∗
⇀ u in BV(Ω;RN ). In the following, we shall refer to this fact as weak*-compactness

theorem on BV(Ω;RN ). The next lemma is certainly clear to the experts, but we have not

found a precise reference and so we include it for the reader’s convenience:

Lemma 2.1. Let u0, u ∈ BV(Ω;RN ). Then there exists a sequence (uj) in u0 + C∞c (Ω;RN )

such that uj
∗
⇀ u in the weak*-sense on BV(Ω;RN ).
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Proof. Put v := u − u0 and define, for sufficiently large j ∈ N, vj := ρεj ∗ (ηjv). Here, ρεj is

the 0 < εj <
1
j -rescaled variant of a standard mollifier, and ηj ∈ C1

c(Ω; [0, 1]) satisfies ηj(x) = 0

whenever 0 < dist(x, ∂Ω) < 1
j as well as ηj(x) = 1 whenever x ∈ Ω is such that 2

j < dist(x, ∂Ω).

Clearly, vj → v strongly in L1(Ω;RN ), and we have for all ϕ ∈ C∞c (Ω;RN×n) that
ˆ

Ω

〈ϕ,∇vj〉dx = −
ˆ

Ω

〈div(ϕ), vj〉dx→ −
ˆ

Ω

〈div(ϕ), v〉dx =

ˆ
Ω

〈ϕ,Dv〉 as j →∞.

The sequence (uj) with uj := u0 + vj then has the desired properties. �

We note that the previous lemma is in line with the fact that the boundary trace operator

tr∂Ω : BV(Ω;RN )→ L1(∂Ω;RN ) is continuous with respect to norm convergence, but not with

respect to weak*-convergence on BV(Ω;RN ).

2.2.2. Negative Sobolev spaces. Following [BS13, Gme20], it is convenient to perform Ekeland

perturbations in the negative Sobolev space W−1,1(Ω;RN ) in the main regularity proof. We

recall that T ∈ D ′(Ω;RN ) belongs to W−1,1(Ω;RN ) if there exist maps T0, . . . , Tn ∈ L1(Ω;RN )

with

T = T0 +

n∑
k=1

∂kTk as an identity on D ′(Ω;RN ).(2.3)

The W−1,1-norm of T is given by

‖T‖W−1,1(Ω) := inf

{ n∑
k=0

‖Tk‖L1(Ω) : T0, . . . , Tn ∈ L1(Ω;RN ) satisfy (2.3)

}
,

and makes W−1,1(Ω;RN ) into a Banach space. For future reference, we record that

‖∂ju‖W−1,1(Ω) ≤ ‖u‖L1(Ω) for all u ∈ L1(Ω;RN ) and all j ∈ {1, . . . , n}.(2.4)

Moreover, if u ∈ L1(Ω;RN ) is compactly supported in Ω, then we have the estimate

‖∆±`,hu‖W−1,1(Ω) ≤ ‖u‖L1(Ω) for all ` ∈ {1, . . . , n} and all 0 < h < dist(spt(u), ∂Ω)(2.5)

for the difference quotients; see [BEG24, Sec. 3.2.3] and [Gme20, Lem. 2.5] for more detail.

2.2.3. A Campanato-type lemma. Next, we recall a logarithmic Campanato-type embedding

which can be found in the classical paper of Frehse [Fre75], see also Kovats [Kov99, Main

Theorem].

Lemma 2.2. Suppose that, for some x0 ∈ Rn, R > 0 and a function u ∈ L2(B2R(x0)) there

exists constants K > 0 and p > 1 such that, for all y ∈ BR(x0) and all 0 < r < R, there holds( 
Br(y)

|u(x)− (u)y,r|2 dx

) 1
2

≤ K log(2R/r)−p.

Then, u is continuous in BR(x0) and there exists K ′ = K ′(p,K) > 0 with

|u(x)− u(x′)| ≤ K ′ log(2R/|x− x′|)1−p for all x, x′ ∈ BR(x0).

2.2.4. Weighted Lebesgue spaces. In order to establish the admissibility of certain test maps in

the main part, see Section 5.2, we finally collect the following lemma from [BEG24, Lem. 3.4];

for related results, see [GGZ74, Lem II.1.18] and [LM05, Ex. 12.12(f)].

Lemma 2.3. Let m ∈ N, θ ∈ L1(Ω) with θ ≥ 1 L n-a.e. in Ω and put µ := θL n Ω. Denoting

the corresponding weighted L2-space by L2
µ(Ω;Rm), suppose that (uj) in L2

µ(Ω;Rm) converges

(a) weakly to some u ∈ L2
µ(Ω;Rm), and

(b) pointwisely L n-a.e. to some measurable v : Ω→ Rm.

Then u = v.
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2.2.5. Exponential Orlicz classes. In the main part, see Section 5.3, we shall need Orlicz spaces

adapted to the function z 7→ exp(|z|2−µ) − 1 with 1 ≤ µ < 2. This function is only convex

for sufficiently large values of the arguments, which is why we require a modification and

comparison estimates. Put θµ(t) := exp(t2−µ)− 1. We compute

θ′′µ(t) = (2− µ)
(

(1− µ)t−µ + (2− µ)t2−2µ
)

exp(t2−µ)

and, recalling that 1 ≤ µ < 2, note that

t > t0 :=
(µ− 1

2− µ

) 1
2−µ

=⇒ θ′′µ(t) > 0,

whereby θµ is convex on (t0,∞). We then consider, for a value t0 < t1 < ∞ to be fixed later

on, the continuous function Φµ : R≥0 → R≥0 defined by

Φµ(t) :=

{
1
t1

(exp(t2−µ1 )− 1)t if t ≤ t1,
θµ(t) if t ≥ t1.

(2.6)

Moreover, we note for the left and right derivative of Φµ at t1 that

1

t1
(exp(t2−µ1 )− 1) ≤ (2− µ)t1−µ1 exp(t2−µ1 )

s:=t2−µ1⇐⇒ exp(s)− 1 ≤ (2− µ)s exp(s),

and from here, it is clear that there exists t1 = t1(µ) > t0 such that Φµ is a convex function.

In the following, we fix such a choice of t1 and we state a comparison estimate which is proved

in the Appendix, Section 7.2.

Lemma 2.4. Let 1 ≤ µ < 2 and let t1 > 0 be as above. Then there exists a constant c =

c(t1, µ) > 1 such that for every v ∈ L1(Br(x0)) with x0 ∈ Rn and r > 0 there holds

1

c
−‖v‖LΦµ (Br(x0)) ≤ −‖|v|

2−µ‖
1

2−µ
exp L1(Br(x0))

≤ c−‖v‖LΦµ (Br(x0)).(2.7)

2.3. Functionals of measures. Even though our main result, Theorem 1.1, will be established

by not referring to integral representations, it is yet useful to record some background facts on

convex functionals of measures; see, e.g., [DT84, GS64] for more detail. We begin with:

Definition 2.5 (Recession function). Let f : Rm → (−∞,∞] be a convex function. The reces-

sion function f∞ : Rm → (−∞,∞] of f then is defined by

f∞(z) := lim
t↘0

tf
(z
t

)
for all z ∈ Rm.(2.8)

The recession function captures the behaviour of the function at infinity. Moreover, f∞(z)

exists in (−∞,∞] for every z ∈ Rm by the convexity of f ; this is a consequence of the fact that

convex functions can always be minorised by affine-linear maps and that difference quotients

of convex functions are increasing. However, since f does not need to be of linear growth, it is

indeed possible that f∞(z) = +∞ for some z ∈ Rm. We now proceed to Reshetnyak’s lower

semicontinuity theorem [Res68], which we give in the form of [BS13, Thm. 2.4].

Proposition 2.6 (Reshetnyak’s lower semicontinuity theorem). Let Ω ⊂ Rn be open and

bounded. Moreover, suppose that µ, µ1, µ2, . . . ∈ RMfin(Ω;Rm) take values in a closed, convex

cone K ⊂ Rm and are such that µj
∗
⇀ µ in RMfin(Ω;Rm). Then, if f : K → [0,∞] is lower

semicontinuous, convex and 1-homogeneous, then there holdsˆ
Ω

f
( dµ

d|µ|

)
d|µ| ≤ lim inf

j→∞

ˆ
Ω

f
( dµj

d|µj |

)
d|µj |.(2.9)

For future reference, we single out the following remark:

Remark 2.7. Proposition 2.6 usually comes with a variant concerning continuity (see, e.g.

[BS13, Thm. 2.4]): If, in the situation of Proposition 2.6, f : K → [0,∞) is continuous, 1-

homogeneous and we moreover have that |µj |(Ω)→ |µ|(Ω), then there holdsˆ
Ω

f
( dµ

d|µ|

)
d|µ| = lim

j→∞

ˆ
Ω

f
( dµj

d|µj |

)
d|µj |.(2.10)
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In our applications, however, f : K → [0,∞] is typically neither continuous (but only lower

semicontinuous) and extended real-valued. Under these assumptions, the continuity assertion

(2.10) does not hold true, see Example 2.9 below.

Remark 2.8. Let F : RN×n → R be convex and put K := R≥0 × RN×n. We introduce the

linear perspective integrand F# : K → R ∪ {∞} by

F#(t, z) :=

{
tF ( zt ) if t > 0,

F∞(z) if t = 0,
z ∈ RN×n,(2.11)

whereby F# is a continuous, convex function which is homogeneous of degree 1. For a Radon

measure µ ∈ RMfin(Ω;RN×n), we put ν := (L n, µ) and observe thatˆ
Ω

F#
( dν

d|ν|

)
d|ν| =

ˆ
Ω

F
( dµ

dL n

)
dx+

ˆ
Ω

F∞
( dµ

d|µs|

)
d|µs|,

where µ = µa+µs is the Radon-Nikodým decomposition of µ such that µa � L n and µs⊥L n.

Example 2.9. Let 1 < q <∞. We define a convex function f : R→ R by f(z) := z for z ≥ 0

and f(z) := |z|q for z < 0. Following Remark 2.8, we record that f# : R≥0 × R → R ∪ {∞} is

lower semicontinuous and satisfies f# ≡ ∞ on {0}×R<0, whereas f#(0, z) = z for z ∈ R≥0. For

j ≥ 2, define µj := − 1
j δ−1/j . Then µj

∗
⇀ 0 in RMfin((−1, 1);R) together with |µj |((−1, 1))→ 0

as j → ∞. Adopting the notation of Remark 2.8 with n = N = 1, we have νj
∗
⇀ ν := (L 1, 0)

and |νj |((−1, 1))→ |ν|((−1, 1)). However, we computeˆ
(−1,1)

f#
( dνj

d|νj |

)
d|νj | =

1

j

ˆ
(−1,1)

f∞(−1) dδ−1/j = +∞
j→∞
6−→ 0 =

ˆ
(−1,1)

f#
( dν

d|ν|

)
d|ν|.

In particular, Reshetnyak’s continuity theorem is not available for lower semicontinuous, ex-

tended real-valued convex integrands; note that f however matches the chief assumption (1.1).

2.4. Ekeland’s variational principle. Next, we recall Ekeland’s variational principle [Eke74]

(see also [Giu03, Thm. 5.6, Rem. 5.5]) which shall prove crucial for our approach.

Lemma 2.10 (Ekeland). Let (X, dX) be a complete metric space, and let F : X → R ∪ {∞}
be a functional which is lower semicontinuous with respect to dX , bounded from below and with

infX F <∞. If x ∈ X and ε > 0 are such that F [x] <∞ and

F [x] ≤ inf
X
F + ε2,

then there exists y ∈ X such that

dX(x, y) < ε and F [y] ≤ F [z] + εdX(y, z) for all z ∈ X.

2.5. Miscellaneous estimates. In this section, we collect some elementary estimates which

shall enter the main part. We begin with the following Lipschitz-type estimate:

Lemma 2.11 ([Giu03, Lem. 5.2]). Let 1 ≤ q <∞, and let F ∈ C(RN×n) be a convex function

such that there exists a constant c > 0 with

0 ≤ F (z) ≤ c(1 + |z|q) for all z ∈ RN×n.

Then there exists a constant L > 0 such that

|F (z)− F (z′)| ≤ L
(
1 + |z|+ |z′|

)q−1|z − z′| for all z, z′ ∈ RN×n.(2.12)

Next, we record an elementary but fundamental lemma:

Lemma 2.12 ([Giu03, Lem. 6.1]). Let 0 < ρ < σ <∞ and let Z : [ρ, σ]→ R≥0 be a bounded,

non-negative function. Suppose that, for all ρ ≤ s < t ≤ σ, there holds

Z(s) ≤ θZ(t) + (t− s)−αA1 + (t− s)−βA2 +B,(2.13)

where A1, A2, B ≥ 0, α, β > 0 and 0 ≤ θ < 1 are constants. Then there exists c = c(α, β, θ) ∈
[1,∞) such that

Z(s) ≤ c ((t− s)−αA1 + (t− s)−βA2 +B).(2.14)
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Lastly, in view of the Lipschitz bounds in the two-dimensional case (see Section 6), we require

the following variant of an estimate due to Frehse and Seregin [FS98, Lem. 2.4].

Lemma 2.13 (of Frehse–Seregin-type). Let n = 2, α ∈ [1, 2), L > 0 and θ ≥ 0. For x0 ∈ R2

and r > 0, set Ar(x0) := B2r(x0) \ Br(x0). Suppose that, for some x0 ∈ R2 and 0 < R <∞, a

pair of functions H ∈ L2(B2R(x0)) and h ∈W1,2(B2R(x0))) satisfies the inequality

(2.15)

ˆ
Br(x0)

H2 dx ≤ L

r

(ˆ
Ar(x0)

H2 dx

) 1
2
ˆ
Ar(x0)

|h|α|H|dx+ θ for all 0 < r < R.

Then, for any 1 ≤ p <∞, there exists a constant

c = c(p,R−1‖h‖L2(B2R(x0)) + ‖∇h‖L2(B2R(x0)), L, α) > 0

such that ˆ
Br(x0)

H2 dx ≤ c(
log2( 2R

r )
)p ˆ

B2R(x0)

H2 dx+ θ for all 0 < r < R.

Since the statement of the lemma is not quite that of [FS98, Lem. 2.4], a self-contained proof

is offered in the Appendix, Section 7.3.

3. Good cut-offs

Towards the main regularity proofs in Section 5 and 6 below, we now isolate a lemma on

good cut-offs in the spirit of [BS20, BS24].

Lemma 3.1. Fix p ∈ [2,∞) and suppose that Q ≥ p is such that
Q ≤ 2n−1

n−3 if n ≥ 4,

Q < +∞ if n = 3,

Q =∞ if n = 2.

Then there exists a constant C = C(n,Q) such that for any ball BR = BR(x0), any v ∈
(W1,2 ∩Lp)(BR) and all radii 0 < ρ < σ < R, there exists a cut-off function η ∈ W1,∞

0 (BR)

satisfying

(3.1) 0 ≤ η ≤ 1, η = 1 in Bρ, ‖∇η‖L∞(BR) ≤
2

σ − ρ
such that the following holds for all α ≥ 0: If n ≥ 3, we have

‖v|∇η|α‖LQ(BR) ≤ C(σ − ρ)
1
Q−α

(‖σ∇v‖L2(Bσ \Bρ)

((σ − ρ)ργ1)
1
2

+
‖v‖Lp(Bσ \Bρ)

((σ − ρ)ργ2)
1
p

)
(3.2)

where

γ1 := (n− 1)
(

1− 2

Q

)
and γ2 := (n− 1)

(
1− p

Q

)
.(3.3)

For n = 2, we have

‖v|∇η|α‖L∞(BR) ≤ C(σ − ρ)−α
(‖v‖Lp(Bσ \Bρ)

((σ − ρ)ρ)
1
p

+
‖v‖

p
p+2

Lp(Bσ \Bρ)‖σ∇v‖
2
p+2

L2(Bσ \Bρ)

((σ − ρ)2ρ2)
1
p+2

)
(3.4)

and

‖ exp(|v|)|∇η|α‖L∞(BR)

≤ C(σ − ρ)−α
(‖ exp(|v|)‖L1(Bσ \Bρ)

(σ − ρ)ρ
+
‖ exp(|v|)‖L1(Bσ \Bρ)‖σ∇v‖2L2(Bσ \Bρ)

(σ − ρ)2ρ2

)
.

(3.5)

Proof. We follow the strategy of [CS24, Lemma 5.1] combined with improvements in dimension

n = 2 inspired by [Sch24]. Let v ∈ (W1,2 ∩Lp)(BR). Define, for r ∈ [0, R], the map vr : Sn−1 →
R by vr(z) := v(rz) for z ∈ Sn−1. Then there exists a set N ⊂ [0, R] such that L 1(N ) = 0

and vr ∈W1,2(Sn−1) for every r ∈ [0, R] \N . We set

(3.6) U1 :=

{
r ∈ [ρ, σ] \N :

ˆ
Sn−1

|∇τvr(z)|2

r2
dH n−1(z) ≤ 4

(σ − ρ)rn−1

ˆ
Bσ \Bρ

|∇v|2 dx

}
,
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where ∇τ denotes the weak tangential gradient along Sn−1. In consequence, Fubini’s theorem,

the elementary inequality |∇τvr(z)| ≤ |r∇v(rz)| and the definition of U1 in the formˆ
Bσ \Bρ

|∇v|2 dx =

ˆ σ

ρ

rn−1

ˆ
Sn−1

|∇v(rz)|2 dH n−1(z) dr

≥
ˆ

(ρ,σ)\U1

rn−1

ˆ
Sn−1

|r−1∇τvr(z)|2 dH n−1(z) dr

>
4(σ − ρ−L 1(U1))

σ − ρ

ˆ
Bσ \Bρ

|∇v|2 dx

imply that L 1(U1) ≥ 3
4 (σ − ρ). By analogous means, we find that

(3.7) U2 :=

{
r ∈ [ρ, σ] \N :

ˆ
Sn−1

|vr(z)|p dH n−1(z) ≤ 4

(σ − ρ)rn−1

ˆ
Bσ \Bρ

|v|p dx

}
satisfies L 1(U2) ≥ 3

4 (σ − ρ). Hence, putting U := U1 ∩ U2, we arrive at

(3.8) L 1(U) ≥ σ − ρ
2

.

Next, we define a Lipschitz cut-off function η ∈W1,∞(BR; [0, 1]) by

η(x) := η̃(|x|), where η̃(r) :=


1 if r ∈ (0, ρ),

1

L 1(U)

ˆ σ

r

1U (s) ds if r ∈ (ρ, σ),

0 if r ∈ (σ,R).

By definition, we have that 0 ≤ η ≤ 1, η = 1 in Bρ and η ∈ W1,∞
0 (Bσ), and by the Lebesgue

differentiation theorem there holds, for x = rz with r ∈ [0, R] and z ∈ Sn−1,

(3.9) |∇η(rz)| =

0 for L 1-a.e. r /∈ U ,
1

L 1(U)
for L 1-a.e. r ∈ U .

Hence, recalling (3.8), the map η satisfies all the properties claimed in (3.1). For r ∈ [0, R]\N ,

we set

(3.10) E(vr) := ‖∇τvr‖L2(Sn−1) + ‖vr‖Lp(Sn−1)

and observe that the choice of U ensures that

sup
r∈U

{
r
n−1
Q E(vr)

}
≤ sup
r∈U

{
r
n−1
Q

((
4r2

(σ − ρ)rn−1

) 1
2

‖∇v‖L2(Bσ \Bρ)

+

(
4

(σ − ρ)rn−1

) 1
p

‖v‖Lp(Bσ \Bρ)

)}
≤
(

4

(σ − ρ)ρ(n−1)(1− 2
Q )

) 1
2

‖σ∇v‖L2(Bσ \Bρ)

+

(
4

(σ − ρ)ρ(n−1)(1− p
Q )

) 1
p

‖v‖Lp(Bσ \Bρ).

(3.11)

Let us first consider the case n ≥ 3. We note that the exponent Q ∈ [1,∞) is such that

W1,2(Sn−1) ↪→ LQ(Sn−1), and there exists C = C(n,Q) > 0 such that

‖vr‖LQ(Sn−1) ≤ CE(vr) for all r ∈ U.

Hence, we deduce from (3.9) that

‖v|∇η|α‖LQ(BR) ≤ L 1(U)
1
Q−α sup

r∈U

{
r
n−1
Q ‖vr‖LQ(Sn−1)

}
,

and the claimed estimate (3.2) follows by employing σ−ρ
2 ≤ L 1(U) ≤ σ− ρ from (3.8) together

with (3.11).
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It remains to consider the case n = 2. Here, we use the following consequence of Lemma 3.2

below: There exists C = C(p) > 0 such that

‖vr‖L∞(S1) ≤ C
(
‖vr‖Lp(S1) + ‖vr‖

p
p+2

Lp(S1)‖∇vr‖
2
p+2

L2(S1)

)
for all r ∈ U.

The above estimate in combination with the properties of η in the form

‖v|∇η|α‖L∞(BR) ≤
( 2

(σ − ρ)

)α
sup
r∈U
‖vr‖L∞(S1)

and the choice of U imply (3.4).

Lastly, the claimed inequality (3.5) follows by a similar argument with minor modifications.

Firstly, in this case, we recall that n = 2 and define U2 by

(3.12) U2 :=

{
r ∈ [ρ, σ] \N :

ˆ
S1

exp(|vr(z)|) dH 1(z) ≤ 4

(σ − ρ)r

ˆ
Bσ \Bρ

exp(|v|) dx

}
.

Clearly, we still have (3.8). Moreover, using (3.14) from below, we find a constant C > 0 such

that

‖ exp(|vr|)‖L∞(S1) ≤ C
(
‖ exp(|vr|)‖L1(S1) + ‖ exp(|vr|)‖L1(S1)‖∇vr‖2L2(S1)

)
holds for all r ∈ U . The claimed inequality (3.5) then follows by inserting the properties of η,

U1 defined in (3.6) and U2 defined in (3.12). This completes the proof. �

Lemma 3.2. Let I ⊂ R be a bounded interval, and let 1 ≤ p <∞. Then we have

(3.13) ‖u− (u)I‖L∞(I) ≤
(p+ 2

2

) 2
p+2 ‖u− (u)I‖

p
p+2

Lp(I)‖u
′‖

2
p+2

L2(I)

for all u ∈W1,2(I). Moreover, we have

(3.14) ‖ exp(|u|)‖L∞(I) ≤ ‖ exp(|u|)‖L1(I)‖u′‖2L2(I) + 2L 1(I)−1‖ exp(|u|)‖L1(I).

Proof. By density, it suffices to show (3.13) for u ∈ C1(I) and, without loss of generality, we

may assume that (u)I = 0. By the integral mean value theorem, there exists y ∈ I such that

u(y) = (u)I = 0. By the fundamental theorem of calculus, we have for every x ∈ I that

|u(x)|
p+2

2 ≤ p+ 2

2

∣∣∣∣ˆ x

y

|u(s)|
p
2 |u′(s)| ds

∣∣∣∣ ≤ p+ 2

2
‖u‖

p
2

Lp(I)‖u
′‖L2(I).

We obtain (3.13) by taking the supremum over all x ∈ I and raising the resulting inequality

to the power 2
p+2 . The argument for (3.14) is similar. We here choose y ∈ I such that

exp(|u(y)|) = (exp(|u(·)|))I and we then obtain

exp(|u(x)|)− exp(|u(y)|) ≤
∣∣∣∣ˆ x

y

exp(|u(s)|)|u′(s)| ds ≤
∣∣∣∣‖ exp(|u|)‖L2(I)‖u′‖L2(I),

which implies

(3.15) ‖ exp(|u|)‖L∞(I) ≤ ‖ exp(|u|)‖L2(I)‖u′‖L2(I) +

 
I

exp(|u|) dx.

Inserting the elementary inequality

‖ exp(|u|)‖L2(I) ≤ ‖ exp(|u|)‖
1
2

L1(I)
‖ exp(|u|)‖

1
2

L∞(I)

into (3.15), we obtain with Young’s inequality that

‖ exp(|u|)‖L∞(I) ≤
1

2
‖ exp(|u|)‖L∞(I) +

1

2
‖ exp(|u|)‖L1(I)‖u′‖2L2(I) +

 
I

exp(|u|) dx.

This completes the proof. �
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4. On the relaxed functional

In this section, we collect some elementary properties of the Lebesgue–Serrin–Marcellini

extension (1.3), where we recall that Ω ⊂ Rn is open and bounded with Lipschitz boundary.

Moreover, we assume that 1 ≤ q < ∞, u0 ∈ W1,q(Ω;RN ), and that the convex function

F ∈ C(RN×n) satisfies (1.1). We begin with the following routine, yet crucial observation:

Lemma 4.1 (Recovery sequence). Let u ∈ BV(Ω;RN ) be such that F
∗
u0

[u; Ω] < ∞. Then

there exists a recovery sequence (uj) in u0 + C∞c (Ω;RN ) for u, meaning that uj
∗
⇀ u in the

weak*-sense on BV(Ω;RN ) and

lim
j→∞

ˆ
Ω

F (∇uj) dx = F
∗
u0

[u; Ω].(4.1)

Proof. For each k ∈ N, there exists a sequence (wkj ) in u0 + W1,q
0 (Ω;RN ) such that wkj

∗
⇀ u as

j →∞ and

lim inf
j→∞

ˆ
Ω

F (∇wkj ) dx ≤ F
∗
u0

[u; Ω] +
1

k
.(4.2)

We find a subsequence (wkji) of (wkj ) such that

lim
i→∞

ˆ
Ω

F (∇wkji) dx = lim inf
j→∞

ˆ
Ω

F (∇wkj ) dx
(4.2)

≤ F
∗
u0

[u; Ω] +
1

k
.(4.3)

Next, for each k ∈ N, we choose an index ik ∈ N such that

‖wkjik − u‖L1(Ω) <
1

k
and

ˆ
Ω

F (∇wkjik ) dx ≤ F
∗
u0

[u; Ω] +
2

k
.(4.4)

By our assumptions on F , we have the estimate (2.12) with some L ≥ 0. Recalling that

wkjik
∈ u0 + W1,q

0 (Ω;RN ) and mollifying wkjik
− u0, we find vk ∈ u0 + C∞c (Ω;RN ) such that

‖∇vk‖Lq(Ω) ≤ ‖∇wkjik ‖Lq(Ω) + 2‖∇u0‖Lq(Ω) + 1 and ‖vk − wkjik ‖W1,q(Ω) <
1

kMk
,(4.5)

where

Mk := L
(
L n(Ω)

1
q + 2‖∇wjik ‖Lq(Ω) + 2‖∇u0‖Lq(Ω) + 1

)q−1

.

In conclusion, we arrive at∣∣∣∣ˆ
Ω

F (∇vk) dx−
ˆ

Ω

F (∇wkjik ) dx

∣∣∣∣ (2.12)

≤ L

ˆ
Ω

(1 + |∇vk|+ |∇wkjik |)
q−1|∇(vk − wkjik )|dx

≤ L
(ˆ

Ω

(1 + |∇wkjik |+ |∇vk|)
q dx

) q−1
q
(ˆ

Ω

|∇(vk − wkjik )|q dx

) 1
q

(4.5)1

≤ L
(
L n(Ω)

1
q + 2‖∇wkjik ‖Lq(Ω) + 2‖∇u0‖Lq(Ω) + 1

)q−1

‖∇(vk − wkjik )‖Lq(Ω)

(4.5)2

≤ 1

k
,

and so ˆ
Ω

F (∇vk) dx
(4.4)2

≤ F
∗
u0

[u; Ω] +
3

k
.(4.6)

On the other hand, (4.4)1 and (4.5)2 directly give us vk → u strongly in L1(Ω;RN ). Moreover, by

(4.6) and (1.1), the sequence (vk) is bounded in W1,1(Ω;RN ), and so there exists a subsequence

(vkl) of (vk) and v ∈ BV(Ω;RN ) such that vkl
∗
⇀ v in BV(Ω;RN ) as l → ∞. Since vk → u

strongly in L1(Ω;RN ), we have v = u. Hence, setting ul := vkl , ul
∗
⇀ u in BV(Ω;RN ) implies

F
∗
u0

[u; Ω] ≤ lim inf
l→∞

F [ul; Ω]
(4.6)

≤ lim sup
l→∞

(
F
∗
u0

[u; Ω] +
3

kl

)
= F

∗
u0

[u; Ω].

This is (4.1), and the proof of the lemma is complete. �
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Lemma 4.2 (Existence of relaxed minimizers). There exists a minimizer u ∈ BV(Ω;RN ) of

F
∗
u0

[−; Ω], meaning that u satisfies

F
∗
u0

[u; Ω] ≤ F
∗
u0

[v; Ω] for all v ∈ BV(Ω;RN ).(4.7)

Proof. We firstly note that F
∗
u0

[u0; Ω] <∞ implies F
∗
u0

[−; Ω] 6≡ ∞ on BV(Ω;RN ). It is clear

by (1.1) that F
∗
u0

[−; Ω] is bounded from below, and we denote m := infBV(Ω) F
∗
u0

[−; Ω]. We

may thus pick a minimizing sequence (vk) in BV(Ω;RN ) such that F
∗
u0

[vk; Ω]→ m. By (1.1),

(Dvk) is bounded in RMfin(Ω;RN×n). By Lemma 4.1, for each k ∈ N, there exists a sequence

(vjk) in u0 + C∞c (Ω;RN ) such that vjk
∗
⇀ vk in BV(Ω;RN ) as j →∞ together with

‖vjk − vk‖L1(Ω) <
1

j
and

ˆ
Ω

F (∇vjk) dx ≤ F
∗
u0

[vk; Ω] +
1

j
for all j ∈ N.

Hence, for each k ∈ N, wk := vkk satisfies

‖wk − vk‖L1(Ω) <
1

k
and

ˆ
Ω

F (∇wk) dx ≤ F
∗
u0

[vk; Ω] +
1

k
.(4.8)

By (1.1) and Poincaré’s inequality, the sequence (wk) in u0 + W1,q
0 (Ω;RN ) is bounded in

BV(Ω;RN ). Thus, by the weak*-compactness theorem on BV(Ω;RN ), there exists a subse-

quence (wki) of (wk) and u ∈ BV(Ω;RN ) such that wki
∗
⇀ u in BV(Ω;RN ). Then

F
∗
u0

[u; Ω] ≤ lim inf
i→∞

F [wki ; Ω]
(4.8)2

≤ lim inf
i→∞

(
F
∗
u0

[vki ; Ω] +
1

ki

)
= m.

This implies (4.7), and the proof is complete. �

Lemma 4.3. Let u, u1, u2, . . . ∈ u0 + W1,q
0 (Ω;RN ) be such that uj → u strongly in L1(Ω;RN ).

Then there holds

F [u; Ω] ≤ lim inf
j→∞

F [uj ; Ω].(4.9)

Proof. We may assume that lim infj→∞F [uj ; Ω] <∞, as otherwise there is nothing to prove.

Moreover, we let (uji) be a subsequence of (uj) such that

lim
i→∞

F [uji ; Ω] = lim inf
j→∞

F [uj ; Ω].(4.10)

By our growth assumption (1.1) and Poincaré’s inequality, (uji) is bounded in W1,1(Ω;RN ).

Hence, there exists another subsequence (ujik ) of (uji) and v ∈ BV(Ω;RN ) such that ujik
∗
⇀

v in the weak*-sense on BV(Ω;RN ). Since ujik → u strongly in L1(Ω;RN ), we have u =

v and therefore Dv = ∇uL n; in particular, Dujik
∗
⇀ ∇uL n in RMfin(Ω;RN×n). Setting

νk := (L n,∇ujikL n) and ν := (L n,∇uL n), we thus have νk
∗
⇀ ν in RMfin(Ω;R × RN×n).

Hence, recalling the linear perspective integrand F# from (2.11) and the discussion afterwards,

Reshetnyak’s lower semicontinuity theorem (see Proposition 2.6) implies that

F [u; Ω] =

ˆ
Ω

F#
( dν

d|ν|

)
d|ν| ≤ lim inf

k→∞

ˆ
Ω

F#
( dνk

d|νk|

)
d|νk| = lim inf

k→∞
F [ujik ; Ω].

In view of (4.10), this yields (4.9), and the proof is complete. �

It is important to note that, different from the quasiconvex case, the previous lemma holds

without restrictions on q; in the quasiconvex case, we would require 1 ≤ q < n
n−1 , see [CK17,

GK24]. We next provide a consistency result, and we point out that it is the identity (4.11) below

which allows us to call F
∗
u0

[−; Ω] an extension of F [−; Ω]. Moreover, the relaxed functional

does not feature a relaxation or Lavrentiev gap:

Theorem 4.4 (Consistency and no-gap-result). We have

F [u; Ω] = F
∗
u0

[u; Ω] for all u ∈ u0 + W1,q
0 (Ω;RN ),(4.11)

and

inf
u0+W1,q

0 (Ω;RN )
F [−; Ω] = min

BV(Ω;RN )
F
∗
u0

[−; Ω] =: m ∈ (−∞,∞).(4.12)
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Proof. For (4.11), we consider a function u ∈ u0 + W1,q
0 (Ω;RN ) and an arbitrary sequence (uj)

in u0 + W1,q
0 (Ω;RN ) with uj

∗
⇀ u in BV(Ω;RN ). Then, in particular, uj → u strongly in

L1(Ω;RN ), and so Lemma 4.3 yields F [u; Ω] ≤ F
∗
u0

[u; Ω]. On the other hand, in the present

situation, the constant sequence (uj) = (u) is admissible in (1.3), whereby F
∗
u0

[u; Ω] ≤ F [u; Ω].

Combining both inequalities, (4.11) follows.

As to (4.12), we note that ’≥’ is clear by (4.11). On the other hand, Lemma 4.2 yields the

existence of some function u ∈ BV(Ω;RN ) with F
∗
u0

[u; Ω] = m ∈ (−∞,∞). We then consider

a recovery sequence (uj) in u0 + C∞c (Ω;RN ) as in Lemma 4.1. In conclusion,

m = F
∗
u0

[u; Ω]
(4.1)
= lim

j→∞
F [uj ; Ω] ≥ inf

u0+W1,q
0 (Ω;RN )

F [−; Ω],

and so ’≤’ follows too. The proof is complete. �

As alluded to in the introduction, we conclude the present section with a discussion of

elementary properties of maps u ∈ BV(Ω;RN ) for which the relaxed functional is finite. Again,

we stress that no integral representation of the functional (1.3) is required for this conclusion:

Proposition 4.5 (On finiteness of F
∗
u0

[u; Ω]). Suppose that F ∈ C(RN×n) satisfies (1.1), and

let

Cs :=
{
z = a⊗ b : a ∈ SN−1, b ∈ Sn−1, lim inf

t→∞

F (tz)

t
=∞

}
(4.13)

be the set of all rank-one directions on which F has proper superlinear growth. If u ∈
BV(Ω;RN ) satisfies F

∗
u0

[u; Ω] <∞, then

|Dsu|(A1
u) := |Dsu|

({
x ∈ Ω:

dDu

d|Du|
(x) ∈ Cs

})
= 0(4.14)

and

H n−1(A2
u) := H n−1

({
x ∈ ∂Ω: tr∂Ω(u0 − u)(x)⊗ ν∂Ω ∈ Cs

})
= 0.(4.15)

Proof. Let Ω′ ⊂ Rn be open and bounded with Lipschitz boundary such that Ω b Ω′. Extending

u0 to Ω′, it is no loss of generality to directly assume that u0 ∈W1,q(Ω′;RN ). For an arbitrary

function w ∈ BV(Ω;RN ), we denote the extension of w by the values of u0 outside of Ω by

w :=

{
w in Ω,

u0 in Ω′ \ Ω.

We notice that, for any sequence (wj) in BV(Ω;RN ), there holds wj
∗
⇀ w in the weak*-

sense on BV(Ω;RN ) if and only if wj
∗
⇀ w in the weak*-sense on BV(Ω′;RN ). Since u ∈

BV(Ω;RN ) satisfies F
∗
u0

[u; Ω] < ∞ by assumption, Lemma 4.1 provides us with a sequence

(uj) in W1,q
u0

(Ω;RN ) such that uj
∗
⇀ u in BV(Ω;RN ) and F [uj ; Ω]→ F

∗
u0

[u; Ω] as j →∞. As

a consequence, we have uj
∗
⇀ u in BV(Ω′;RN ), and so, in particular, (L n,Duj)

∗
⇀ (L n,Du)

in RMfin(Ω′;R × RN×n). The function u (and likewise the functions uj) have distributional

gradients

Du = Du Ω + (tr∂Ω(u0 − u)⊗ ν∂Ω)H n−1 ∂Ω +∇u0L
n (Ω′ \ Ω),

Duj = ∇ujL n Ω +∇u0L
n (Ω′ \ Ω).

(4.16)

Based on Remark 2.8, see (2.11), these formulas in conjunction with Reshetnyak’s lower semi-

continuity theorem from Proposition 2.6 give usˆ
Ω

F (∇u) dx+

ˆ
Ω

F∞
( dDsu

d|Dsu|

)
d|Dsu|+

ˆ
∂Ω

F∞(tr∂Ω(u0 − u)⊗ ν∂Ω) dH n−1

+

ˆ
Ω′\Ω

F (∇u0) dx
(4.16)1=

ˆ
Ω′
F#
( d(L n,Du)

d|(L n,Du)|

)
d|(L n,Du)|

Prop. 2.6

≤ lim inf
j→∞

ˆ
Ω′
F#
( d(L n,Duj)

d|(L n,Duj)|

)
d|(L n,Duj)|(4.17)

(4.16)2= lim inf
j→∞

ˆ
Ω

F (∇uj) dx+

ˆ
Ω′\Ω

F (∇u0) dx
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= F
∗
u0

[u; Ω] +

ˆ
Ω′\Ω

F (∇u0) dx,

where we have used in the last step that (uj) is a recovery sequence for F
∗
u0

[u; Ω]. By as-

sumption, we have F
∗
u0

[u; Ω] <∞ and u0 ∈W1,q(Ω′;RN ), whereby the right-hand side of the

previous inequality is finite. Since F, F∞ ≥ 0, the previous estimate particularly entails thatˆ
A1
u

F∞
( dDsu

d|Dsu|

)
d|Dsu|+

ˆ
A2
u

F∞(tr∂Ω(u0 − u)⊗ ν∂Ω) dH n−1 <∞.(4.18)

By Alberti’s rank-one-theorem, see (2.2), the density dDsu
d|Dsu| is contained in the rank-one-cone

|Dsu|-everywhere. By the very definition of Cs, see (4.13), and those of A1
u, A2

u, (4.18) imme-

diately yields |Dsu|(A1
u) = H n−1(A2

u) = 0. This is (4.14) and (4.15), thereby completing the

proof of the proposition. �

Remark 4.6 (Proper superlinear growth from below). If 1 < p ≤ q <∞ and (1.1) is modified

to γ̃|z|p ≤ F (z) ≤ Γ̃(1 + |z|q) for all z ∈ RN×n with 0 < γ̃ ≤ Γ̃ <∞, then

Cs = {z = a⊗ b : a ∈ SN−1, b ∈ Sn−1}.

Moreover, if u ∈ BV(Ω;RN ) is such that F
∗
u0

[u; Ω] < ∞, then the lower growth bound on F

implies that u ∈ W1,p(Ω;RN ), and there exists a sequence (uj) in W1,q
u0

(Ω;RN ) such that

uj ⇀ u weakly in W1,p(Ω;RN ). It then follows that Dsu ≡ 0, and so (4.14) is trivially satisfied.

Moreover, by the continuity properties of the trace operator with respect to weak convergence

on W1,p(Ω;RN ), we have tr∂Ω(u) = tr∂Ω(u0) H n−1-a.e. on ∂Ω, whereby (4.15) follows too.

This is in line with the natural fact that, in this situation, the relaxation to the larger space

BV(Ω;RN ) instead of W1,p(Ω;RN ) is not necessary.

5. Proof of Theorem 1.1: Sobolev regularity in all dimensions

In this section, we establish Theorem 1.1, and so we briefly pause to clarify the structure of

the proof. As discussed in the introduction, our strategy requires a finely adjusted Ekeland-

type viscosity approximation strategy, to be given in Section 5.1. Section 5.2 proceeds to collect

degenerate weighted second order bounds, which form the key background estimates for the

higher integrability of relaxed minimizers in Section 5.3. In order to obtain the localised form of

the estimates from Theorem 1.1(a)–(c), Section 5.4 establishes the pointwise convergence L n-

a.e. for the gradients of the Ekeland sequence, thereby completing the proof of Theorem 1.1.

Since we avoid integral representations, we finally prove a local minimality result in Section 5.5

as a consequence of uniform higher integrability estimates.

5.1. Ekeland-type viscosity approximations. Throughout this subsection, we tacitly as-

sume that the convex variational integrand F ∈ C1(RN×n) satisfies the growth bound (1.1) with

1 ≤ q < ∞. Moreover, we recall that Ω ⊂ Rn is open and bounded with Lipschitz boundary,

and that u0 ∈W1,q(Ω;RN ).

Let u ∈ BV(Ω;RN ) be a relaxed minimizer of F [−; Ω] so that, in particular,

F
∗
u0

[u; Ω] ≤ F
∗
u0

[v; Ω] for all v ∈ BV(Ω;RN ).(5.1)

By Lemma 4.1, we find a sequence (vj) in u0 + C∞c (Ω;RN ) such that

vj
∗
⇀ u in BV(Ω;RN ) and F

∗
u0

[u; Ω] = lim
j→∞

ˆ
Ω

F (∇vj) dx.(5.2)

Passing to a non-relabelled subsequence if required, we thus may assume that

F
∗
u0

[u; Ω] ≤
ˆ

Ω

F (∇vj) dx < F
∗
u0

[u; Ω] +
1

10j2
for all j ∈ N.(5.3)

In view of our stabilization approach, we define a convex C2-function 〈·〉q : RN×n → R≥0 by

〈z〉q :=
(
(1 + |z|2)

1
2 − 1

)q
for all z ∈ RN×n,

and briefly collect some of its properties in a form that shall be convenient later on.
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Lemma 5.1. There exist constants Lq,Λq > 0 such that the following hold for all z, z′ ∈ RN×n:

〈z〉q ≤ |z|q,(5.4)

|z| ≥ 1 =⇒ (
√

2− 1)q|z|q ≤ 〈z〉q,(5.5)

|〈z〉q − 〈z′〉q| ≤ Lq(1 + |z|+ |z′|)q−1|z − z′|,(5.6)

|∇2〈z〉q| ≤ Λq(1 + |z|)q−2,(5.7)

〈∇2(〈z〉q)z′, z′〉 ≥ q
((1 + |z|2)

1
2 − 1)q−1

(1 + |z|2)
1
2

|z′|2 if q ≥ 2.(5.8)

Proof. Assertion (5.4) directly follows from the definition of 〈·〉q, and (5.6) follows from Lemma 2.11.

For (5.5), note that if |z| = 1, then 〈z〉q = (
√

2− 1)q. The function [0,∞) 3 t 7→ 〈t〉1 is convex,

and

d

dt
〈t〉1 =

t√
1 + t2

t≥1

≥ 1√
2
≥
√

2− 1 =
d

dt
((
√

2− 1)t) for all t ≥ 1.

From here, (5.5) follows. Finally, we compute ∇2(〈z〉q). Noting that 〈z〉q = f(v) with f(s) =

(s− 1)q and v =
√

1 + |z|2, we find

〈∇2(〈z〉q)z′, z′〉 = q(q − 1)(v − 1)q−2 (〈z, z′〉)2

v2
+ q(v − 1)q−1

( |z′|2
v
− (〈z, z′〉)2

v3

)
= q

(v − 1)q−1

v
|z′|2 +

q(v − 1)q−2

v3
((q − 2)v + 1)(〈z, z′〉)2.

From this identity, it is easy to deduce (5.7) and (5.8). The proof is complete. �

We now define a stabilized integrand via

Fj(z) := F (z) +
1

10Sjj2
〈z〉q for all z ∈ RN×n,(5.9)

where Sj is defined in terms of vj as

Sj := 1 +

ˆ
Ω

〈∇vj〉q dx.

In view of our future purposes, we note that the key reason for working with 〈·〉q instead of

| · |q in the second term in (5.9) is that 〈·〉q is of class C2 regardless of the specific choice of

1 ≤ q <∞. We then consider the related stabilized functional given by

Fj [v; Ω] :=

ˆ
Ω

Fj(∇v) dx for v ∈W1,q
u0

(Ω;RN ) := u0 + W1,q
0 (Ω;RN ).(5.10)

By use of vj ∈W1,q
u0

(Ω;RN ) in the third step, we obtain

inf
BV(Ω;RN )

F
∗
u0

[−; Ω]
(4.12)

= inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ inf

W1,q
u0

(Ω;RN )
Fj [−; Ω] ≤ F [vj ; Ω] +

1

10j2

(5.3)

≤ F
∗
u0

[u; Ω] +
1

5j2

= inf
W1,q
u0

(Ω;RN )
F [−; Ω] +

1

5j2
.

We now smoothly approximate u0 ∈ W1,q(Ω;RN ) in the W1,q-norm. More precisely, let u0 ∈
W1,q(Rn;RN ) be an arbitrary but fixed extension of u0 with ‖u0‖W1,q(Rn) ≤ cn,Ω‖u0‖W1,q(Ω),

where cn,Ω ≥ 1 is a constant. With ρε(x) := ε−nρ(xε ) denoting an ε-rescaled standard mollifier,

we have for all 0 < ε < 1 that

‖ρε ∗ u0‖W1,q(Ω) ≤ ‖ρε ∗ u0‖W1,q(Rn) ≤ ‖u0‖W1,q(Rn) ≤ cn,Ω‖u0‖W1,q(Ω) =: M.(5.11)

Recalling the constant Γ > 0 from (1.1), we define

C := (Γ + 1)(L n(Ω) +Mq) and C′ := 5q(Mq + L n(Ω) + 1)(C + 1).(5.12)
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We then choose a constant LF > 0 such that (2.12) holds with L = LF . For each j ∈ N, we let

0 < εj < 1 be so small such that u0,j := (ρεj ∗ u0)|Ω ∈ C∞(Ω;RN ) satisfies

(5.13) ‖u0 − u0,j‖W1,q(Ω) <
1

κj
,

where

κj := 50j2
[
LF
(
3L n(Ω)

1
q + 2M + 6(10Sjj

2(C + 1))
1
q
)q−1

]
+ 50j2

[(
LF +

Lq
10Sjj2

)
(L n(Ω)

1
q + 1 + 2‖∇vj‖Lq(Ω))

q−1
]

+ 50j2

=: κ
(1)
j + κ

(2)
j + κ

(3)
j .

The constant κj is precisely adjusted in a way such that several emerging terms below take

a particularly convenient form, and we shall comment on the entering of its single summands

in detail throughout. Recalling that vj ∈ u0 + C∞c (Ω;RN ) for each j ∈ N, we now put ψj :=

vj − u0 ∈ C∞c (Ω;RN ) and define

ṽj := u0,j + ψj ∈ Dj := u0,j + W
1,max{2,q}
0 (Ω;RN ).(5.14)

Based on (5.13), we record that

(5.15) ‖vj − ṽj‖W1,q(Ω) = ‖vj − u0,j − ψj‖W1,q(Ω) = ‖u0 − u0,j‖W1,q(Ω) ≤
1

κj
.

In an intermediate step, we consider for fixed j ∈ N the variational principle

to minimize Fj [−; Ω] over Dj .(5.16)

We observe that

inf
Dj

Fj [−; Ω]
u0,j∈Dj

≤ Fj [u0,j ; Ω]
(5.10)

=

ˆ
Ω

F (∇u0,j) dx+
1

10Sjj2

ˆ
Ω

〈∇u0,j〉q dx

(1.1),(5.4)

≤ (Γ + 1)

ˆ
Ω

(1 + |∇u0,j |q) dx

(5.11)

≤ (Γ + 1)(L n(Ω) +Mq)
(5.12)

= C,

(5.17)

and it is crucial to note that C > 0 is independent of j ∈ N. Obviously, by a similar reasoning,

we also have

(5.18) inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ F [u0; Ω] ≤ Γ(L n(Ω) +Mq) < C.

We next show that the original minimization problem (1.2) is approximated by the mini-

mization problem (5.16) with the stabilized functionals and the regularized Dirichlet boundary

datum, and that the latter is almost minimized by the function ṽj .

Lemma 5.2. For each j ∈ N we have

(5.19)

∣∣∣∣ inf
W1,q
u0

(Ω;RN )
F [−; Ω]− inf

Dj

Fj [−; Ω]

∣∣∣∣ ≤ 1

j2
,

and the function ṽj ∈ Dj introduced above is almost minimal with

(5.20) Fj [ṽj ; Ω] ≤ inf
Dj

Fj [−; Ω] +
1

4j2
.

Proof. In view of (5.16), we choose a sequence (ϕk) in W
1,max{2,q}
0 (Ω;RN ) such that

Fj [u0,j + ϕk; Ω]→ inf
Dj

Fj [−; Ω]
(5.17)

≤ C as k →∞,(5.21)

whereby it is no loss of generality to assume that

Fj [u0,j + ϕk; Ω] ≤ C + 1 for all k ∈ N.(5.22)
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Hence, the definition (5.10) of Fj with the integrand Fj from (5.9) in combination with in-

equality (5.5) implies

(
√

2− 1)q

10Sjj2

ˆ
Ω

(
|∇(u0,j+ϕk)|q−1

)
dx ≤ 1

10Sjj2

ˆ
Ω

〈∇(u0,j+ϕk)〉q dx
(5.22)

≤ C+1 for all k ∈ N,

and with the elementary inequality 1
3 ≤
√

2− 1, we then arrive atˆ
Ω

|∇(u0,j + ϕk)|q dx ≤ L n(Ω) + 10Sjj
23q(C + 1) for all k ∈ N.(5.23)

Now, for any ϕ ∈W
1,max{2,q}
0 (Ω;RN ), we have that

|F [u0 + ϕ; Ω]−F [u0,j + ϕ; Ω]|
(2.12)

≤ LF

ˆ
Ω

(1 + |∇u0|+ |∇u0,j |+ 2|∇(u0,j + ϕ)|)q−1|∇(u0 − u0,j)|dx

≤ LF
(ˆ

Ω

(1 + |∇u0|+ |∇u0,j |+ 2|∇(u0,j + ϕ)|)q dx
) q−1

q ‖u0 − u0,j‖W1,q(Ω)

≤ LF
(
L n(Ω)

1
q + ‖∇u0‖Lq(Ω) + ‖∇u0,j‖Lq(Ω) + 2‖∇(u0,j + ϕ)‖Lq(Ω)

)q−1

× ‖u0 − u0,j‖W1,q(Ω)

(5.11)

≤ LF (L n(Ω)
1
q + 2M + 2‖∇(u0,j + ϕ)‖Lq(Ω))

q−1‖u0 − u0,j‖W1,q(Ω).

In turn, we obtain

inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ F [u0 + ϕ; Ω]

≤ (F [u0 + ϕ; Ω]−F [u0,j + ϕ; Ω]) + F [u0,j + ϕ; Ω]

≤ LF (L n(Ω)
1
q + 2M + 2‖∇(u0,j + ϕ)‖Lq(Ω))

q−1‖u0 − u0,j‖W1,q(Ω)

+ F [u0,j + ϕ; Ω].

(5.24)

Applying the preceding chain of inequalities to ϕ = ϕk for k ∈ N as fixed above and recalling

that F ≤ Fj , we therefore arrive at

inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ LF (L n(Ω)

1
q + 2M + 2‖∇(u0,j + ϕk)‖Lq(Ω))

q−1‖u0 − u0,j‖W1,q(Ω)

+ Fj [u0,j + ϕk; Ω]

(5.23)

≤ LF

(
3L n(Ω)

1
q + 2M + 2

(
10Sjj

23q(C + 1)
) 1
q

)q−1

‖u0 − u0,j‖W1,q(Ω)

+ Fj [u0,j + ϕk; Ω].

Since the first term on the right-hand side is bounded by 1
50j2 due to (5.13) (see κ

(1)
j ) and the

second term converges to infDj Fj [−; Ω] according to (5.21), we infer from ṽj ∈ Dj (see (5.14))

that

inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ 1

50j2
+ inf

Dj

Fj [−; Ω](5.25)

≤ 1

50j2
+ Fj [ṽj ; Ω]

≤ 1

50j2
+ (Fj [ṽj ; Ω]−Fj [vj ; Ω]) + Fj [vj ; Ω] =: Ij + IIj + IIIj .

Let us now consider the single terms separately. For IIj , we have

IIj ≤
ˆ

Ω

|F (∇ṽj)− F (∇vj)|dx+
1

10Sjj2

ˆ
Ω

|〈∇ṽj〉q − 〈∇vj〉q|dx

(2.12),(5.6)

≤
(
LF +

Lq
10Sjj2

)ˆ
Ω

(1 + |∇ṽj |+ |∇vj |)q−1|∇ṽj −∇vj |dx

≤
(
LF +

Lq
10Sjj2

)(
L n(Ω)

1
q + ‖∇ṽj‖Lq(Ω) + ‖∇vj‖Lq(Ω)

)q−1‖vj − ṽj‖W1,q(Ω)
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(5.15), see κ
(3)
j

≤
(
LF +

Lq
10Sjj2

)(
L n(Ω)

1
q +

1

50j2
+ 2‖∇vj‖Lq(Ω)

)q−1‖vj − ṽj‖W1,q(Ω)

(5.15), see κ
(2)
j

≤ 1

50j2
.

On the other hand, we have

IIIj ≤ F [vj ; Ω] +
1

10j2

(4.12),(5.3)

≤ inf
W1,q
u0

(Ω;RN )
F [−; Ω] +

1

5j2
.(5.26)

Combining the previous estimates with (5.25), we arrive at

inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ 1

50j2
+ inf

Dj

Fj [−; Ω]

≤ 1

50j2
+ Fj [ṽj ; Ω]

(5.25)−(5.26)

≤ inf
W1,q
u0

(Ω;RN )
F [−; Ω] +

1

4j2
,

(5.27)

which clearly implies the claims (5.19) and (5.20). �

We now introduce a second stabilized integrand via

Gj(z) := Fj(z) +
1

2Ajj2
(1 + |z|2) for all z ∈ RN×n,(5.28)

where Aj is defined in terms of ṽj as

Aj := 1 +

ˆ
Ω

(1 + |∇ṽj |2) dx.

This, in turn, gives rise to the following functional on W−1,1(Ω;RN ):

Gj [v; Ω] :=


ˆ

Ω

Gj(∇v) dx if v ∈ Dj ,

+∞ if v ∈W−1,1(Ω;RN ) \Dj .
(5.29)

Towards the application of the Ekeland variational principle, we require the following lemma.

Lemma 5.3 (Lower semicontinuity). For each j ∈ N, Gj [−; Ω] is lower semicontinuous with

respect to the norm topology on W−1,1(Ω;RN ).

Proof. Let w,w1, w2, . . . ∈ W−1,1(Ω;RN ) be such that wj → w as j → ∞ with respect to

‖ · ‖W−1,1(Ω). It is no loss of generality to assume that lim infk→∞ Gj [wk; Ω] < ∞. Moreover,

passing to a suitable non-relabelled subsequence, we may further suppose that the liminf is

a limit indeed, and that wk ∈ Dj for all k ∈ N. Since Gj has max{2, q}-growth from below

at infinity, see (5.10) and (5.28), it follows by Poincaré’s inequality that (wk) is bounded in

W1,max{2,q}(Ω;RN ). By the Rellich–Kondrachov theorem, there exists a subsequence (wki) of

(wk) and some w̃ ∈ W1,max{2,q}(Ω;RN ) such that wki ⇀ w̃ weakly in W1,max{2,q}(Ω;RN ),

whereby w̃ ∈ Dj too, and wki → w̃ strongly in Lmax{2,q}(Ω;RN ). Since Lmax{2,q}(Ω;RN ) ↪→
W−1,1(Ω;RN ), we have wki → w̃ in W−1,1(Ω;RN ) and so w = w̃ by uniqueness of limits.

Therefore, classical lower semicontinuity results on convex functionals with max{2, q}-growth

(see, e.g., [Giu03, Thm. 5.7]) imply that

Gj [w; Ω] = Gj [w̃; Ω]
w̃∈Dj

=

ˆ
Ω

Gj(∇w̃) dx ≤ lim inf
i→∞

ˆ
Ω

Gj(∇wki) dx = lim inf
k→∞

Gj [wk; Ω].

This completes the proof. �

To proceed, we record that

Gj [ṽj ; Ω]
(5.28)

≤ 1

2j2
+ Fj [ṽj ; Ω]

(5.20)

≤ 1

j2
+ inf

Dj

Fj [−; Ω]

Fj≤Gj
≤ 1

j2
+ inf

Dj

Gj [−; Ω]
(5.29)

=
1

j2
+ inf

W−1,1(Ω;RN )
Gj [−; Ω],

(5.30)
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and Gj [−; Ω] 6≡ ∞ on W−1,1(Ω;RN ). In particular, all hypotheses of the Ekeland variational

principle from Lemma 2.10 are satisfied. Hence, we obtain an element uj ∈W−1,1(Ω;RN ) with

(5.31) ‖uj − ṽj‖W−1,1(Ω) ≤
1

j

and

(5.32) Gj [uj ; Ω] ≤ Gj [w; Ω] +
1

j
‖w − uj‖W−1,1(Ω) for all w ∈W−1,1(Ω;RN ).

Applying the latter inequality to w = ṽj , we find that

Gj [uj ; Ω]
(5.32)

≤ Gj [ṽj ; Ω] +
1

j
‖ṽj − uj‖W−1,1(Ω)

(5.31)

≤ Gj [ṽj ; Ω] +
1

j2

(5.28)

≤ Fj [ṽj ; Ω] +
2

j2

(5.20)

≤ inf
Dj

Fj [−; Ω] +
3

j2

(5.19)

≤ inf
W1,q
u0

(Ω;RN )
F [−; Ω] +

4

j2
.

(5.33)

In particular, we have Gj [uj ; Ω] < ∞, and so uj ∈ Dj by the very definition of Gj [−; Ω]. For

future reference, we record the following consequence of the above construction:

Proposition 5.4. Let F ∈ C1(RN×n) satisfy (1.1) with 1 ≤ q <∞, and let (uj) be the sequence

constructed above. Then the following statements hold:

(a) Uniform L1-bound. With γ > 0 as in (1.1), we have

‖∇uj‖L1(Ω) ≤
1

γ

( 4

j2
+ inf

W1,q
u0

(Ω;RN )
F [−; Ω]

)
for all j ∈ N.(5.34)

(b) Convergence. A (non-relabelled) subsequence (uj) converges in the weak*-sense on

BV(Ω;RN ) to the relaxed minimizer u ∈ BV(Ω;RN ) as fixed at the beginning of the

present Subsection 5.1. Moreover, we have

lim
j→∞

Gj [uj ; Ω] = inf
W1,q
u0

(Ω;RN )
F [−; Ω] = min

BV(Ω;RN )
F
∗
u0

[−; Ω] = F
∗
u0

[u; Ω](5.35)

and

lim sup
j→∞

(
1

10Sjj2

ˆ
Ω

〈∇uj〉q dx+
1

2Ajj2

ˆ
Ω

(1 + |∇uj |2) dx

)
= 0.(5.36)

(c) Perturbed Euler–Lagrange inequality. For any j ∈ N, we have∣∣∣∣ˆ
Ω

〈∇Gj(∇uj),∇ϕ〉dx
∣∣∣∣ ≤ 1

j
‖ϕ‖W−1,1(Ω) for all ϕ ∈W1,max{2,q}

c (Ω;RN ).(5.37)

Proof. On (a). Based on the estimate F ≤ Fj ≤ Gj , the estimate (5.34) follows by combining

(1.1) with (5.33). This establishes (a).

On (b). We recall that uj ∈ Dj for all j ∈ N. Therefore, Poincaré’s inequality gives us

‖uj‖L1(Ω) ≤ ‖uj − u0,j‖L1(Ω) + ‖u0,j‖L1(Ω)

≤ c‖∇(uj − u0,j)‖L1(Ω) + ‖u0,j‖L1(Ω) ≤ c‖u0,j‖W1,1(Ω) + c‖∇uj‖L1(Ω),

where c ≥ 1 is independent of j ∈ N. By (5.11), the first term is uniformly bounded in j ∈ N.

By (a), we thus conclude that (uj) is bounded in W1,1(Ω;RN ). On the one hand, by the weak*-

compactness theorem on BV, there exists v ∈ BV(Ω;RN ) such that, for some non-relabelled

subsequence, uj
∗
⇀ v in BV(Ω;RN ) as j → ∞; in particular, uj → v in W−1,1(Ω;RN ). On

the other hand, (5.2), (5.15) and (5.31) imply that uj → u in W−1,1(Ω;RN ). By uniqueness of

limits in W−1,1(Ω;RN ), we deduce that u = v, and the first claim of (b) follows. Turning to

(5.35) and recalling Theorem 4.4, we only have to prove the first equality. The estimate (5.33)

implies ’≤’ in (5.35). Moreover,

inf
W1,q
u0

(Ω;RN )
F [−; Ω]

(5.19)

≤ 1

j2
+ inf

Dj

Fj [−; Ω]
Fj≤Gj
≤ 1

j2
+ inf

Dj

Gj [−; Ω]
uj∈Dj

≤ 1

j2
+ Gj [uj ; Ω],
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from where the first equality of (5.35) follows. For (5.36), we first note that the inequalities
1

10Sjj2
〈z〉q ≤ Fj(z) ≤ Gj(z), (5.5) and the estimate (5.33) in conjunction with the bound (5.18)

give us for j ≥ 2: ˆ
Ω

|∇uj |q dx ≤ L n(Ω) +
1

(
√

2− 1)q

ˆ
Ω

〈∇uj〉q dx

≤ L n(Ω) +
10Sjj

2

(
√

2− 1)q
Gj [uj ; Ω]

≤ L n(Ω) + 10Sjj
23q(C + 1).

To proceed, we employ (5.24) with the choice ϕ := uj − uj,0, and so derive from the previous

estimate for j ≥ 2:

inf
W1,q
u0

(Ω;RN )
F [−; Ω]

≤ LF (L n(Ω)
1
q + 2M + 2‖∇uj‖Lq(Ω))

q−1‖u0 − u0,j‖W1,q(Ω) + F [uj ; Ω]

≤ LF
(

3L n(Ω)
1
q + 2M + 2

(
10Sjj

23q(C + 1)
) 1
q

)q−1

‖u0 − u0,j‖W1,q(Ω) + F [uj ; Ω]

(5.13), see κ
(1)
j

≤ 1

50j2
+ F [uj ; Ω]

F≤Gj
≤ 1

50j2
+ Gj [uj ; Ω]

(5.35)−→ inf
W1,q
u0

(Ω;RN )
F [−; Ω].

By the very definition of Gj , this clearly implies (5.36).

On (c). Consider ϕ ∈ W1,max{2,q}
c (Ω;RN ), and let 0 < ε < 1 be arbitrary. Testing the

inequality (5.32) with w = uj ± εϕ and dividing by ε, we arrive at∣∣∣∣1ε
ˆ

Ω

(
Gj(∇(uj ± εϕ))−Gj(∇uj)

)
dx

∣∣∣∣ ≤ 1

j
‖ϕ‖W−1,1(Ω).(5.38)

Since Gj has max{2, q}-growth from above and below, Lemma 2.11 implies the existence of a

constant L(j) > 0 such that

1

ε
|Gj(∇(uj ± εϕ))−Gj(∇uj)| ≤ L(j)

(
1 + 2|∇uj |+ |∇ϕ|)max{2,q}−1|∇ϕ|

holds L n-a.e. in Ω. By Hölder’s inequality and uj , ϕ ∈ W1,max{2,q}(Ω;RN ), the function on

the right-hand side of the previous inequality belongs to L1(Ω). Sending ε ↘ 0 in (5.38) then

yields (5.37) by dominated convergence. The proof is complete. �

Some remarks on the above strategy are in order.

Remark 5.5 (Comparison of the above strategy with standard linear growth). Compared

with previous contributions in the purely linear growth context, the much more intricate overall

structure of the above approximation is due to (5.24)ff.. It is here where we link the infima of the

original problem and the approximate problems; in particular, the set-up has to be sufficiently

robust in order to not create relaxation gaps during this process. By way of comparison, we

sketch one key point and briefly recall the analogous situation in the standard linear growth case.

Here, q = 1, and so F is Lipschitz continuous by Lemma 2.11. Based on suitable regularizations

u0,j of the boundary values, one obtains for ϕ ∈W1,1
0 (Ω;RN ) that

inf
W1,1
u0

(Ω;RN )
F [−; Ω] ≤ (F [u0 + ϕ; Ω]−F [u0,j + ϕ; Ω]) + F [u0,j + ϕ; Ω]

≤ Lip(F )‖u0 − u0,j‖W1,1(Ω) + F [u0,j + ϕ; Ω]

≤ 2

j2
+ F [u0,j + ϕ; Ω],

(5.39)

where the ultimate inequality follows by construction (see [BS13, Sec. 5] or [Gme20, Sec. 4]).

Subsequently infimizing the right-hand side of (5.39) over ϕ ∈W1,1
0 (Ω;RN ) then yields

inf
W1,1
u0

(Ω;RN )
F [−; Ω] ≤ 2

j2
+ inf
u0,j+W1,1

0 (Ω;RN )
F [−; Ω],
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and so the Lipschitz property of F implies that ϕ has no additional impact beyond entering

the controllable functional. If we try to argue analogously in the present situation of growth

assumption (1.1) with q > 1, we obtain

inf
W1,q
u0

(Ω;RN )
F [−; Ω] ≤ 4

j2
+ c ‖∇ϕ‖q−1

Lq(Ω)‖u0 − u0,j‖W1,q(Ω) + F [u0,j + ϕ; Ω](5.40)

by a suitable adjustment of the constants. Again, we wish to infimize over ϕ, finally aiming

to obtain infu0,j+W1,q
0 (Ω;RN ) F [−; Ω] on the right-hand side, which is crucial for our approach.

During this infimization process, it might happen that ‖∇ϕ‖Lq(Ω) blows up (recall that we only

have (1.1) with q > 1), in which case the comparability assertions from Lemma 5.2 get lost; in

the situation of (1.1), the corresponding functionals only provide us with L1-bounds on ∇ϕ,

and the latter is not sufficient to get quantitative bounds on ‖∇ϕ‖Lq(Ω) as appearing in (5.40).

In particular, the resulting inequality turns out useless. To repair this shortcoming, it is nec-

essary to get some quantitative handling on the blow-up for minimizing sequences. Therefore,

they have to be enforced. On the other hand, by non-uniqueness of relaxed minimizers, an

Ekeland-type approximation is necessary here; despite being finely adjusted, precursors thereof

as developed in [BEG24, BS13, GK19b, Gme20] in the purely linear growth context do not suf-

fice here, see (5.39)–(5.40). In this sense, the superlinear growth from above and non-uniqueness

can be understood as two effects which are even more coupled than in the linear growth case

q = 1. Proposition 5.4 in turn asserts that both effects can be handled simultaneously in a form

that it is amenable to the gradient estimates to be established in Section 5.2ff. below.

Remark 5.6 (One versus two stabilizations). The second stabilization (5.28) is only required

when q < 2, and primarily serves as a tool in obtaining (non-uniform) W2,2
loc(Ω;RN )-estimates

in the following subsection. Since our main result, Theorem 1.1, also covers the case 1 ≤ q ≤ 2,

the passage to Gj is important indeed.

Remark 5.7 (q = 1 versus q > 1). From a technical perspective, working solely with the

LSM-extension (1.3) also comes with simplifications in the more classical case q = 1, where all

previous contributions stick to the integral representation throughout. In this situation, one

usually starts an Ekeland approximation scheme by finding a sequence (vj) in W1,1
u0

(Ω;RN ) such

that vj → u area-strictly on BV(Ω;RN ); see, e.g., [BS13, Gme20]. This particularly implies that

F
∗
u0

[vj ; Ω]→ F
∗
u0

[u; Ω] by the continuity part of Reshetnyak’s theorem. In the case q > 1, the

latter is not available, see Remark 2.7 and Example 2.9, but (5.2) shows that this not required

for q = 1 either when working with (1.3) instead.

5.2. A Caccioppoli-type inequality. We now record a Caccioppoli-type inequality for the

Ekeland-type sequence constructed in the previous subsection, see Proposition 5.9 below. To

this end, we require a (non-uniform) local regularity result for its single members. Because

of the non-standard growth bound (1.1) and the fact that Lemma 2.10 only provides us with

an Euler–Lagrange-inequality rather than an equation, we include the proof for the reader’s

convenience:

Lemma 5.8 (Non-uniform higher local regularity). Let F ∈ C2(RN×n) satisfy (1.1) with some

q > 1, and suppose that there exists a constant Λ > 0 such that

0 < 〈∇2F (z)ξ, ξ〉 ≤ Λ(1 + |z|2)
q−2

2 |ξ|2 for all z, ξ ∈ RN×n.(5.41)

Then the Ekeland-type vanishing viscosity sequence (uj) from Section 5.1 satisfies

uj ∈W2,2
loc(Ω;RN ) and 〈∇2Gj(∇uj)∂`∇uj , ∂`∇uj〉 ∈ L1

loc(Ω)(5.42)

for all ` ∈ {1, . . . , n} and all j ∈ N. In particular, ∇Gj(∇uj) ∈W1,1
loc(Ω;RN×n) for all j ∈ N.

Proof. We start by noting that, because of (5.41) and the definition of Gj (see (5.10) and

(5.28)), we have that

λj(1 + |z|2)
max{q,2}−2

2 |ξ|2 ≤ 〈∇2Gj(z)ξ, ξ〉 ≤ Λj(1 + |z|2)
max{q,2}−2

2 |ξ|2(5.43)

for all z, ξ ∈ RN×n, where 0 < λj ≤ Λj < ∞ are constants. Indeed, the upper bound in

(5.43) follows directly from the definition of Gj together with (5.7). For the lower bound we
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distinguish the cases 1 ≤ q ≤ 2 and q > 2. For q ≤ 2, the lower bound in (5.43) is a consequence

of the convexity of Fj and of the quadratic stabilization in Gj . For q > 2, we use (5.8) in the

form

〈∇2Gj(z)ξ, ξ〉 ≥ cj(1 + |z|2)
q−2

2

(
(1 + |z|2)

2−q
2 + (1− (1 + |z|2)−

1
2 )q−1

)
|ξ|2

for some cj > 0 together with the observation inft≥1(t2−q + (1− t−1)q−1) > 0. Now let x0 ∈ Ω.

We choose 0 < r < 1
3dist(x0, ∂Ω), and let η ∈ C∞c (Ω; [0, 1]) be such that 1Br(x0) ≤ η ≤ 1B2r(x0)

and |∇η| ≤ 4
r . For all sufficiently small h > 0 and every ` ∈ {1, . . . , n}, the choice ϕ :=

∆−`,h(η2∆`,huj) ∈W1,max{2,q}
c (Ω;RN ) is admissible in (5.37). The integration by parts formula

for finite difference quotients then yields∣∣∣∣ˆ
Ω

〈∆`,h∇Gj(∇uj),∇(η2∆`,huj)〉dx
∣∣∣∣ ≤ 1

j
‖∇uj‖L1(Ω),(5.44)

where we have used (2.5) for the ‖·‖W−1,1(Ω)-term on the right-hand side of (5.37) in conjunction

with the standard L1-estimate of finite difference quotients of a function via its gradient. Next,

for L n-a.e. x ∈ B2r(x0), we define an elliptic bilinear form Bj,`,h,x on (RN×n)2 by

Bj,`,h,x[ξ1, ξ2] :=

〈ˆ 1

0

(∇2Gj)(∇uj(x) + th∆`,h∇uj(x))ξ1 dt, ξ2

〉
for all ξ1, ξ2 ∈ RN×n.

From [Cam82, Lem. 2.VI], we deduce that there exists a constant λ̃q > 0 such that

λ̃q(1 + |z|2 + |z′|2)
max{q,2}−2

2 ≤
ˆ 1

0

(1 + |(t− 1)z + tz′|2)
max{q,2}−2

2 dt for all z, z′ ∈ RN×n.

In combination with the lower bound in (5.43), we then find

λj λ̃q(1 + |∇uj(x)|2 + |∇uj(x+ he`)|2)
max{q,2}−2

2 |ξ|2 ≤ Bj,`,h,x[ξ, ξ],(5.45)

while the upper bound in (5.43) trivially implies the existence of some Λ′j > 0 such that

Bj,`,h,x[ξ, ξ] ≤ Λ′j(1 + |∇uj(x)|2 + |∇uj(x+ he`)|2)
max{q,2}−2

2 |ξ|2,(5.46)

for L n-a.e. x ∈ B2r(x0) and all ξ ∈ RN×n. Rewriting the left-hand side of (5.44) by use of

Bj,`,h,x, we find via (5.45), (5.46) and the application of Young’s inequality (with an absorption

argument) to the bilinear forms Bj,`,h,x:

λj λ̃q

ˆ
Br(x0)

(1 + |∇uj |2 + |∇uj(·+ he`)|2)
max{q,2}−2

2 |∆`,h∇uj |2 dx

≤
ˆ

B2r(x0)

Bj,`,h,·[η∆`,h∇uj , η∆`,h∇uj ] dx

≤ 4

ˆ
B2r(x0)

Bj,`,h,·[η(∆`,huj)⊗∇η, η(∆`,huj)⊗∇η] dx+
2

j
‖∇uj‖L1(Ω)

≤
64Λ′j
r2

(ˆ
B2r(x0)

(1 + |∇uj |2 + |∇uj(·+ he`)|2)
max{q,2}

2 dx

)max{q,2}−2
max{q,2}

×

×
(ˆ

B2r(x0)

|∆`,huj |max{q,2} dx

) 2
max{q,2}

+
2

j
‖∇uj‖L1(Ω).

Since uj ∈ W1,max{2,q}(Ω;RN ), the right-hand side of the previous chain of inequalities is

uniformly bounded in |h| � 1. By arbitrariness of x0 and ` ∈ {1, . . . , n}, this implies that

uj ∈W2,2
loc(Ω;RN ) as claimed. In consequence, passing to a suitable subsequence in h, we may

assume that ∆`,h∇uj → ∂`∇uj L n-a.e. in Br(x0). Hence, Fatou’s lemma gives usˆ
Br(x0)

(1 + |∇uj |2)
max{q,2}−2

2 |∂`∇uj |2 dx <∞,

and this implies then the second claim in (5.42) in view of (5.43). Lastly, since |∇Gj(z)| ≤
c(1 + |z|max{q,2}−1), it follows that ∇Gj(∇uj) ∈ L1

loc(Ω;RN×n). Moreover, by the upper bound

in (5.43) and by Hölder’s inequality, we have for any compact subset K ⊂ Ω:ˆ
K

|∂`(∇Gj(∇uj))|dx =

ˆ
K

|∇2Gj(∇uj)(∂`∇uj)|dx



26 L. BECK, F. GMEINEDER, AND M. SCHÄFFNER

≤ Λj

ˆ
K

(1 + |∇uj |2)
max{q,2}−2

2 |∂`∇uj |dx

≤ Λj

(ˆ
K

(1 + |∇uj |2)
max{q,2}−2

2 |∂`∇uj |2 dx

) 1
2
(ˆ

K

(1 + |∇uj |2)
max{q,2}−2

2 dx

) 1
2

,

and the ultimate expression is finite due to (5.42) and uj ∈ W1,max{2,q}(Ω;RN ). Hence,

∇Gj(∇uj) ∈W1,1
loc(Ω;RN×n), and the proof of the lemma is complete. �

We are now ready to state and prove the main result of the present subsection.

Proposition 5.9 (of Caccioppoli-type). Let F ∈ C2(RN×n) satisfy (1.1) and (1.6) with some

q > 1 and µ ≥ 1. Then the following statements hold:

(a) There exists a constant c = c(n,N, q) > 0 such that for all j ∈ N, ` ∈ {1, . . . , n},
ξ ∈ RN and all η ∈W1,∞

c (Ω) there holdsˆ
Ω

η2〈∇2F (∇uj)∂`∇uj , ∂`∇uj〉dx ≤ 2

∣∣∣∣ˆ
Ω

〈∇2F (∇uj)∂`∇uj , η(∂`uj − ξ)⊗∇η〉dx
∣∣∣∣

+
c (1 + |ξ|2)

10Sjj2

ˆ
Ω

(1 + |∇uj |2)
q
2 |∇η|2 dx

+
c (1 + |ξ|2)

Ajj2

ˆ
Ω

(1 + |∇uj |2)|∇η|2 dx(5.47)

+
1

j
‖η‖2L∞(Ω)

(
‖∇uj‖L1(Ω) + L n(Ω)|ξ|

)
.

(b) There exists a constant c = c(λ,Λ, n,N, q) > 0 such that for all j ∈ N and all η ∈
W1,∞
c (Ω) there holds

n∑
`=1

ˆ
Ω

η2 |∂`∇uj |2

(1 + |∇uj |2)
µ
2

dx ≤ c
(ˆ

Ω

(1 + |∇uj |2)
q
2 |∇η|2 dx

+
1

Ajj2
‖∇η‖2L∞(Ω)

ˆ
Ω

|∇uj |2 dx+
1

j
‖η‖2L∞(Ω)‖∇uj‖L1(Ω)

)
.

(5.48)

Proof. On (a). Let j ∈ N and ` ∈ {1, . . . , n}. Since we have ∇Gj(∇uj) ∈ W1,1
loc(Ω;RN×n) by

Lemma 5.8, we obtain for any ψ ∈ C∞c (Ω;RN ) by an integration by parts that∣∣∣∣ˆ
Ω

〈∇2Gj(∇uj)∂`∇uj ,∇ψ〉dx
∣∣∣∣ =

∣∣∣∣ˆ
Ω

〈∇Gj(∇uj),∇∂`ψ〉dx
∣∣∣∣

(5.37)

≤ 1

j
‖∂`ψ‖W−1,1(Ω)

(2.4)

≤ 1

j
‖ψ‖L1(Ω).

(5.49)

Recalling ∇uj ∈ (W1,2
loc ∩Lq)(Ω;RN×n) and the weighted estimate underlying (5.42), we find

via (5.43) and smooth approximation that∣∣∣∣ˆ
Ω

〈∇2Gj(∇uj)∂`∇uj ,∇ψ〉dx
∣∣∣∣ ≤ 1

j
‖ψ‖L1(Ω) for all ψ ∈W1,max{q,2}

c (Ω;RN ).(5.50)

In order to justify the use of specific test functions for the derivation of the desired Caccioppoli-

type inequalities, we let η ∈W1,∞
c (Ω) and ξ ∈ RN be arbitrary. We choose a sequence (hi) in

(0, 1) with hi ↘ 0 and the following properties:

η2(∆`,hiuj − ξ)→ η2(∂`uj − ξ) strongly in Lmax{q,2}(spt(η);RN )

∇(η2(∆`,hiuj − ξ))→ ∇(η2(∂`uj − ξ)) L n-a.e. in Ω.
(5.51)

Put µ := (1 + |∇uj |2)
max{q,2}−2

2 L n spt(η) and consider the following functional on the asso-

ciated weighted Lebesgue space L2
µ(Ω;RN×n):

Ξ(w) :=

ˆ
spt(η)

〈∇2Gj(∇uj)∂`∇uj , w〉dx for all w ∈ L2
µ(Ω;RN×n).
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Because of (5.42), the growth bound (5.43) and the Cauchy–Schwarz inequality, it follows that

Ξ ∈ L2
µ(Ω;RN×n)′. Moreover, it follows from the proof of Lemma 5.8 that

sup
i∈N
‖∇(η2(∆`,hiuj − ξ))‖L2

µ(Ω) <∞,

whereby the Banach–Alaoglu–Bourbaki theorem implies the existence of some w ∈ L2
µ(Ω;RN×n)

such that, for a non-relabelled subsequence,

∇(η2(∆`,hiuj − ξ)) ⇀ w weakly in L2
µ(Ω;RN×n).(5.52)

Since max{q, 2} ≥ 2, we then deduce w = ∇(η2(∂`uj − ξ)) from (5.51)2, (5.52) and Lemma 2.3.

Based on Ξ ∈ L2
µ(Ω;RN×n)′, we find thatˆ

Ω

〈∇2Gj(∇uj)∂`∇uj ,∇(η2(∂`uj − ξ))〉dx

= lim
i→∞

ˆ
Ω

〈∇2Gj(∇uj)∂`∇uj ,∇(η2(∆`,hiuj − ξ))〉dx

(5.50)

≤ lim
i→∞

1

j
‖η2(∆`,hiuj − ξ)‖L1(Ω)

(5.51)1=
1

j
‖η2(∂`uj − ξ)‖L1(Ω),

where we have used that η2(∆`,hiuj − ξ) ∈W1,max{q,2}
c (Ω;RN ) is admissible in (5.50). Writing

out the definition of Gj , this gives usˆ
Ω

η2〈∇2F (∇uj)∂`∇uj , ∂`∇uj〉dx+
1

10Sjj2

ˆ
Ω

η2〈∇2〈∇uj〉q∂`∇uj , ∂`∇uj〉dx

+
1

2Ajj2

ˆ
Ω

η2|∂`∇uj |2 dx

≤ 2

∣∣∣∣ˆ
Ω

〈∇2F (∇uj)∂`∇uj , η(∂`uj − ξ)⊗∇η〉dx
∣∣∣∣

+
1

5Sjj2

ˆ
Ω

η〈∇2〈∇uj〉q∂`∇uj , (∂`uj − ξ)⊗∇η〉dx

+
2

Ajj2

ˆ
Ω

η〈∂`∇uj , (∂`uj − ξ)⊗∇η〉dx+
1

j
‖η2(∂`uj − ξ)‖L1(Ω).

We organise the preceding inequality as

I + II + III ≤ IV + V + VI + VII.(5.53)

We start by considering V and VI. Recalling that 〈·〉q is convex and of class C2, we may apply

Young’s inequality L n-a.e. to the positive definite bilinear forms

(z1, z2) 7→ 〈∇2〈∇v〉qz1, z2〉+ 〈z1, z2〉 for all z1, z2 ∈ RN×n

and absorb all second derivatives quantities in V and VI into II and III. Since the resulting

terms on the left-hand side are non-negative, we may ignore them in the sequel. The remaining

first order terms Ṽ and ṼI emerging from Young’s inequality can be estimated as follows:

Ṽ + ṼI
(5.7)

≤ c

10Sjj2

ˆ
Ω

(1 + |∇uj |2)
q−2

2 |(∂`uj − ξ)|2|∇η|2 dx

+
c

Ajj2

ˆ
Ω

|(∂`uj − ξ)|2|∇η|2 dx

≤ c (1 + |ξ|2)

10Sjj2

ˆ
Ω

(1 + |∇uj |2)
q
2 |∇η|2 dx

+
c (1 + |ξ|2)

Ajj2

ˆ
Ω

(1 + |∇uj |2)|∇η|2 dx.

(5.54)

Finally, we have

VII ≤ 1

j
‖η‖2L∞(Ω)

(
‖∇uj‖L1(Ω) + L n(Ω)|ξ|

)
.

Putting these estimates together, we then infer (5.47) from (5.53). The assertion of (b) can be

obtained from the statement in (a) by setting ξ = 0, applying the Cauchy–Schwarz and Young
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inequality, absorbing all second order quantities into the left-hand side and using (1.6). This

completes the proof. �

Remark 5.10. The preceding lemma is formulated in a way such that it is simultaneously ap-

plicable in the cases q ≥ 2 and 1 ≤ q ≤ 2. However, if 1 ≤ q ≤ 2, then the above proof simplifies

considerably: In this case, Lemma 5.8 directly implies that ∇Gj(∇uj) ∈W1,2
loc(Ω;RN×n). Thus,

in this case, we may use ψ = η2(∂`uj − ξ) as an admissible test function in (5.49), without the

approximation argument via finite difference quotients.

5.3. Uniform bounds and higher gradient integrability. We now establish the higher

integrability assertions from Theorem 1.1. In order to maintain the linear structure of the

proof and to avoid forward references, we firstly provide a variant of Theorem 1.1 that avoids

the appearance of ∇u on the right-hand sides of (1.9)–(1.11). The latter shall be a consequence

of stronger assertions on the convergence of the weak gradients, see Section 5.4 below.

Proposition 5.11 (Higher gradient integrability). In the situation of Theorem 1.1, let u ∈
BV(Ω;RN ) be a relaxed minimizer of F subject to the Dirichlet datum u0 ∈ W1,q(Ω;RN ).

Then we have u ∈W1,1(Ω;RN ), and there exists a constant c = c(γ,Γ, λ,Λ, n, q, µ) > 0 and an

exponent d = d(n, µ, q) ∈ [1,∞) such that the Ekeland-type approximation sequence (uj) from

Section 5.1 satisfies the following estimates for all balls BR(x0) b Ω:

(a) If 1 ≤ µ < 1 + 2
n and n ≥ 3, then( 

BR/2(x0)

|∇u|
(2−µ)n
n−2 dx

) n−2
(2−µ)n

≤ c lim sup
j→∞

(
1 +

( 
BR(x0)

|∇uj |dx
)d)

<∞.

(b) If 1 ≤ µ < 2 and n = 2, then

−‖ |∇u|2−µ‖
1

2−µ
exp L1(BR/2(x0))

≤ c lim sup
j→∞

(
1 +

( 
BR(x0)

|∇uj |dx
)d)

<∞.

(c) If n = 2 and µ = 2, then we have for every 1 ≤ t <∞ that( 
BR/2(x0)

|∇u|t dx

) 1
t

≤ lim sup
j→∞

exp

(
c t

(
1 +

( 
BR(x0)

|∇uj |dx
)d))

<∞.

Proof of Proposition 5.11 (a) and (b). Let u ∈ BV(Ω;RN ) be a relaxed minimizer as in the

proposition, and let (uj) be the Ekeland-type approximation sequence constructed in Sec-

tion 5.1. Moreover, let BR = BR(x0) b Ω be an open ball. We now divide the proof of

this part into four steps.

Step 1. V -function estimates. Recalling that µ < 2, we introduce the auxiliary function

Vµ : RN×n → RN×n with Vµ(z) := (1 + |z|2)−
µ
4 z for all z ∈ RN×n(5.55)

(see [CFM98]) and collect some preliminary observations: First, a direct computation yields

that

|∇(Vµ(∇w))|2 ≤ (1 + |∇w|2)−
µ
2

n∑
`=1

|∂`∇w|2 for all w ∈W2,2
loc(Ω;RN ).(5.56)

We next record that Vµ is a diffeomorphism on RN×n. Indeed, the continuity is obvious and

we can write for all z 6= 0

Vµ(z) = fµ(|z|) z
|z|

with fµ(s) := (1 + s2)−
µ
4 s.(5.57)

A direct computation yields f ′µ(s) = (1 + s2)−
4+µ

4 (1 + s2(1− µ
2 )) > 0 and thus the claim easily

follows from lims→∞ fµ(s) =∞ because of µ < 2. Finally, we observe that

(5.58) (1 + |z|2)
2−µ

4 − 1 ≤ |Vµ(z)| ≤ |z|
2−µ

2 for all z ∈ RN×n.
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Combining (5.56) and (5.48), we obtainˆ
Ω

η2|∇(Vµ(∇uj))|2 dx ≤ c
(ˆ

BR

(1 + |∇uj |2)
q
2 |∇η|2 dx

+
1

Ajj2
‖∇η‖2L∞(Ω)

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω)

)(5.59)

for any η ∈W1,∞
c (Ω) with 0 ≤ η ≤ 1BR , with a constant c > 0 which is independent of j ∈ N

and η. Now, because of µ ∈ [1, 2), the following exponents are well-defined:

(5.60) p :=
2

2− µ
, Q :=


2n−1
n−3 if n ≥ 4,

Q ∈ ( 2
3−µ−q ,∞) arbitrary if n = 3,

∞ if n = 2.

The assumption µ ∈ [1, 2) ensures that p ∈ [2,∞). Next, we observe that pq < Q. The case

n = 2 is obvious. If n = 3, we first note that (1.8) gives us 3−µ−q > 0. Then, due to µ ∈ [1, 2),

the inequality pq < Q follows from

Q− pq > 2
2− µ− q(3− µ− q)
(3− µ− q)(2− µ)

= 2
(q − 1)(µ+ q − 2)

(3− µ− q)(2− µ)

µ≥1

≥ 2
(q − 1)2

(3− µ− q)(2− µ)
≥ 0.

Lastly, for n ≥ 4, we first notice (2− µ− q)(n− 1) > −2 from (1.8), which then yields

Q− pq =
2(n− 1)

n− 3
− 2q

2− µ
= 2

(n− 1)(2− µ− q) + 2q

(n− 3)(2− µ)
> 2

−2 + 2q

(n− 3)(2− µ)
≥ 0.

We fix j ∈ N. We then use p ≤ pq < Q, (5.58) in the form (1 + |z|2)
1
2 ≤ (1 + |Vµ(z)|)p and

Hölder’s inequality to obtain for the first term on the right-hand side of (5.59)

(5.61)

ˆ
BR

(1 + |∇uj |2)
q
2 |∇η|2 dx ≤ ‖(1 + |Vµ(∇uj)|)|∇η|

2
pq ‖pqLpq(BR)

≤
(
‖(1 + |Vµ(∇uj)|)|∇η|

2
pq ‖1−θLp(BR)‖(1 + |Vµ(∇uj)|)|∇η|

2
pq ‖θLQ(BR)

)pq
,

where

1− θ
p

+
θ

Q
=

1

pq
and thus θ =

1− 1
q

1− p
Q

.(5.62)

For future reference, we note that our assumption (1.8) and the choice (5.60) imply that

θqp < 2 provided that n ≥ 3.(5.63)

Indeed, for n ≥ 4 we have

2− θqp = 2− q − 1
1
p −

1
Q

= 2− q − 1
2−µ

2 −
n−3

2(n−1)

=
2− µ− n−3

n−1 − (q − 1)
2−µ

2 −
n−3

2(n−1)

=
2 + 2

n−1 − q − µ
2−µ

2 −
n−3

2(n−1)

(1.8)
> 0.

If n = 3, a similar computation shows that Q ∈ ( 2
3−µ−q ,∞) and q + µ < 3 = 2 + 2

3−1 combine

to (5.63) too.

Step 2. Good cut-offs. Appealing to Lemma 3.1, which fixes the constants γ1, γ2 according

to (3.3), we find for all radii R
2 ≤ ρ < σ ≤ R a function η ∈ W1,∞

0 (BR) satisfying (3.1) with

α = 2
pq such that

(5.64) ‖(1 + |Vµ(∇uj)|)|∇η|
2
pq ‖LQ(BR)

(3.2)

≤ c(σ − ρ)
1
Q−

2
pq

(
R1−γ1/2

‖∇(Vµ(∇uj))‖L2(Bσ \Bρ)

(σ − ρ)
1
2

+R−γ2/p
‖(1 + |Vµ(∇uj)|)‖Lp(Bσ \Bρ)

(σ − ρ)
1
p

)
in the case n ≥ 3, and

(5.65) ‖(1 + |Vµ(∇uj)|)|∇η|
2
pq ‖LQ(BR)

(3.4)

≤ c(σ − ρ)−
2
pq

(
R−1/p

‖(1 + |Vµ(∇uj)|))‖Lp(Bσ \Bρ)

(σ − ρ)
1
p



30 L. BECK, F. GMEINEDER, AND M. SCHÄFFNER

+
‖(1 + |Vµ(∇uj)|)‖

p
p+2

Lp(Bσ \Bρ)‖∇(Vµ(∇uj))‖
2
p+2

L2(Bσ \Bρ)

(σ − ρ)
2
p+2

)
in the case n = 2. In the following, we fix this choice of η. We stress that the constant c > 0 is

independent of j ∈ N and we proceed to distinguish the cases n ≥ 3 and n = 2.

Step 3. Proof of assertion (a). If n ≥ 3, we combine (5.59), (5.61) and (5.64) to find

‖∇Vµ(∇uj)‖2L2(Bρ) ≤ cR
(1− γ1

2 )θpq
‖∇(Vµ(∇uj))‖θqpL2(Bσ)

‖(1 + |Vµ(∇uj)|)‖(1−θ)qpLp(Bσ)

(σ − ρ)2+pqθ( 1
2−

1
Q )

+ cR−γ2qθ
‖(1 + |Vµ(∇uj)|)‖qpLp(Bσ)

(σ − ρ)2+pqθ( 1
p−

1
Q )

+
1

Ajj2(σ − ρ)2

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω).

Recalling that θpq < 2 from (5.63), we thus obtain by use of Young’s inequality:

‖∇(Vµ(∇uj))‖2L2(Bρ) ≤
1

2
‖∇(Vµ(∇uj))‖2L2(Bσ) + cR(1− γ1

2 ) 2θpq
2−θpq

‖(1 + |Vµ(∇uj)|)‖
2(1−θ)qp

2−θpq
Lp(Bσ)

(σ − ρ)(2+pqθ( 1
2−

1
Q )) 2

2−θpq

+ cR−γ2qθ
‖(1 + |Vµ(∇uj)|))‖qpLp(Bσ)

(σ − ρ)2+pqθ( 1
p−

1
Q )

+
1

Ajj2(σ − ρ)2

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω).

We then apply Lemma 2.12 to conclude

‖∇(Vµ(∇uj))‖2L2(BR/2) ≤ cR
n−2
(

(R−
n
p ‖(1 + |Vµ(∇uj)|)‖Lp(BR))

2(1−θ)qp
2−θpq

+ (R−
n
p ‖(1 + |Vµ(∇uj)|)‖Lp(BR))

qp
)

+ c
( 1

Ajj2R2

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω)

)
.(5.66)

Indeed, the correct scaling in R follows by an elementary computation using the definition of

γ1, γ2, see (3.3), and (5.62) in the form(
1− γ1

2

) 2θpq

2− θpq
−
(

2 + pqθ
(1

2
− 1

Q

)) 2

2− θpq
+
n

p

2(1− θ)pq
2− θpq

(3.3)
=

2

2− θpq

(
θpq − nθpq

2
+ npq

θ

Q
− 2 + pqn

1− θ
p

)
(5.62)

=
2

2− θpq

(
θpq − nθpq

2
+ n− 2

)
= n− 2,

and similarly

−
(
γ2qθ + 2 + pqθ

(1

p
− 1

Q

))
+ nq = n− 2.

As an elementary consequence of (5.58) and the choice p = 2
2−µ , we have

(5.67) ‖Vµ(∇uj)‖pLp(BR) ≤ ‖∇uj‖L1(BR).

At this stage, we employ (5.36) from Proposition 5.4 to arrive, in combination with (5.66) and

(5.67), at

(5.68) lim sup
j→∞

( 
BR/2

|∇(Vµ(∇uj))|2 dx

) 1
2

≤ cR−1 lim sup
j→∞

((  
BR

(1 + |∇uj |) dx

) (1−θ)q
2−θpq

+

( 
BR

(1 + |∇uj |) dx

) q
2
)
.
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For 1 ≤ µ < 1 + 2
n , we have (2−µ)n

(n−2) > 1. In combination with Sobolev’s inequality (recall that

p ≥ 2) and the lower bound in (5.58), we thus conclude that

lim sup
j→∞

( 
BR/2

|∇uj |
2−µ

2
2n
n−2 dx

)n−2
2n (5.58)

≤ 1 + lim sup
j→∞

( 
BR/2

|Vµ(∇uj)|
2n
n−2 dx

)n−2
2n

≤ 1 + c lim sup
j→∞

((  
BR/2

|Vµ(∇uj)|p dx

) 1
p

+R

( 
BR/2

|∇(Vµ(∇uj))|2 dx

) 1
2
)(5.69)

(5.67), (5.68)

≤ c lim sup
j→∞

(
1 +

( 
BR

|∇uj |dx
) 1
p

+

( 
BR

|∇uj |dx
) (1−θ)q

2−θpq

+

( 
BR

|∇uj |dx
) q

2
)

(5.34)
< ∞.

Next, define a convex function Ψµ : RN×n → R by Ψµ(z) := |z|
(2−µ)n
n−2 , so that its recession

function is given by

Ψ∞µ (z) =

{
0 if z = 0,

+∞ if z 6= 0.
(5.70)

By Proposition 5.4(b), we may assume that uj
∗
⇀ u in BV(Ω;RN ) and so Duj

∗
⇀ Du in

RMfin(Ω;RN×n). Hence, by Reshetnyak’s lower semicontinuity theorem (see Proposition 2.6)

applied in the way as displayed in Remark 2.8, we conclude that 
BR/2

Ψµ(∇u) dx+

 
BR/2

Ψ∞µ

( dDsu

d|Dsu|

)
d|Dsu| Rem. 2.8

=

 
BR/2

Ψ#
µ

( d(L n,Du)

d|(L n,Du)|

)
d|(L n,Du)|

Prop. 2.6

≤ lim inf
j→∞

 
BR/2

Ψ#
µ

( d(L n,Duj)

d|(L n,Duj)|

)
d|(L n,Duj)|

Rem. 2.8
= lim inf

j→∞

ˆ
BR/2

Ψµ(∇uj) dx

(5.71)

(5.69)

≤ c lim sup
j→∞

(
1 +

( 
BR

|∇uj |dx
) 1
p

+

( 
BR

|∇uj |dx
) (1−θ)q

2−θpq

+

( 
BR

|∇uj |dx
) q

2
) 2n
n−2

.

Since the ultimate expression is finite by (5.34), (5.70) implies that Dsu ≡ 0 on BR/2. By

arbitrariness of BR(x0) b Ω, we obtain

u ∈W
1,

(2−µ)n
n−2

loc (Ω;RN ) ⊂W1,1
loc(Ω;RN ).

Note that, alternatively, we can use (5.69) to extract a weakly convergent subsequence in

W1,(2−µ)n/(n−2)(BR/2;RN ), identify the limit with the fixed relaxed minimizer u and then take

advantage of the lower semicontinuity of the norm. By definition of Ψµ, (5.71) yields( 
BR/2

|∇u|
(2−µ)n
n−2 dx

) n−2
(2−µ)n

≤ c lim sup
j→∞

(
1 +

2∑
i=0

( 
BR

|∇uj |dx
)di)

,(5.72)

where the exponents d0, d1, d2 are given by

(5.73) d0 = 1, d1 =
(1− θ)pq
2− θpq

and d2 =
pq

2

(5.60)
=

q

2− µ
.

Note that p ≥ 2, q ≥ 1 and θpq < 2 imply d1, d2 ≥ 1. Hence, (5.72) implies the claimed estimate

from (a) with the choice d = max{d0, d1, d2} ≥ 1.

Step 4. Proof of assertion (b). For n = 2 we argue by analogous means as in the case n ≥ 3,

now however combining (5.59), (5.61) and (5.65). In the resulting inequality

‖∇Vµ(∇uj)‖2L2(Bρ) ≤ c
‖∇(Vµ(∇uj))‖

2θqp
p+2

L2(Bσ)
‖(1 + |Vµ(∇uj)|)‖

qp(p+2−2θ)
p+2

Lp(Bσ)

(σ − ρ)2+ 2θqp
p+2
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+ cR−θq
‖(1 + |Vµ(∇uj)|)‖qpLp(Bσ)

(σ − ρ)2+qθ

+
1

Ajj2(σ − ρ)2

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω)

the second derivative quantities may be absorbed into the left-hand side provided that θpq
p+2 < 1.

To see that the latter inequality is true, note that Q =∞ by (5.60) for n = 2, whereby (5.62)

gives us q − 1 = θq, which in turn yields

1− θpq

p+ 2
= 1− q − 1

1 + 2
p

(5.60)1= 1− q − 1

3− µ
=

4− µ− q
3− µ

> 0,

since µ + q < 4 in the present situation. We may then follow the steps leading to (5.68).

In this way, we first obtain (using q − 1 = θq and Young inequality with exponents p+2
θqp and

p+2
p+2−θpq = p+2

2+2p−qp )

‖∇(Vµ(∇uj))‖2L2(Bρ) ≤
1

2
‖∇(Vµ(∇uj))‖2L2(Bσ) + c

‖(1 + |Vµ(∇uj)|)‖
p(2+pq)
2+2p−pq
Lp(Bσ)

(σ − ρ)
2(2+pq)
2+2p−pq

+ cR1−q
‖(1 + |Vµ(∇uj)|))‖qpLp(Bσ)

(σ − ρ)1+q

+
1

Ajj2(σ − ρ)2

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω)

and then via Lemma 2.12, (5.36) and (5.67)

lim sup
j→∞

( 
BR/2

|∇Vµ(∇uj)|2 dx

) 1
2

(5.36)

≤ cR−1 lim sup
j→∞

((  
BR

(1 + |∇uj |) dx

) 2+pq
2(2+2p−pq)

+

( 
BR

(1 + |∇uj |) dx

) q
2
)
.

(5.74)

Recalling that n = 2 and µ < 2 by assumption, we may now argue as for the case n ≥ 3,

replacing (5.68) with (5.74) and using the Moser–Trudinger inequality from [Tru67, Thm. 2] in

the form

−‖ |∇uj |
2−µ

2 ‖exp L2(BR/2)

(5.58)

≤ −‖(1 + |Vµ(∇uj)|)‖exp L2(BR/2)

≤ c
(  

BR/2

(1 + |Vµ(∇uj)|)p dx

) 1
p

+ cR

( 
BR/2

|∇(Vµ(∇uj))|2 dx

) 1
2

,

(5.75)

where−‖ · ‖exp L2(BR/2) is the scaled version of Orlicz norm associated with the convex function

t 7→ exp(t2) − 1, see Section 2.1. To obtain the estimate in the form as given in Proposi-

tion 5.11(b), we let Φµ be the convex function introduced in Section 2.2.5; see also Remark 5.13

below for a discussion. We then fix a particular value of t1 > 0, see (2.6), such that Lemma 2.4

is available with this choice of t1. Based on

−‖ |∇uj |
2−µ

2 ‖p
exp L2(BR/2)

p= 2
2−µ
=

(
inf
{
λ2 > 0:

 
BR/2

(
exp

( |∇uj |2−µ
λ2

)
− 1
)

dx ≤ 1
}) 1

2−µ

=

(
inf
{
ζ > 0:

 
BR/2

(
exp

( |∇uj |2−µ
ζ

)
− 1
)

dx ≤ 1
}) 1

2−µ

(5.76)

= −‖ |∇uj |2−µ‖
1

2−µ
exp L1(BR/2)

,

a combination of (5.74)–(5.76) with Lemma 2.4 gives us

lim sup
j→∞

−‖∇uj‖LΦµ (BR/2) ≤ c lim sup
j→∞

(
1 +

2∑
i=0

( 
BR

|∇uj |dx
)di)

.(5.77)
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Here, the limit on the right-hand side of (5.77) is finite by (5.34), and the exponents d0, d1, d2 ≥
1 are now given by

d0 = 1, d1 =
p(2 + pq)

2(2 + 2p− pq)
and d2 =

pq

2

(5.60)
=

q

2− µ
.(5.78)

To conclude the proof, we address the transfer of (5.77) to u in the requisite form. To this

end, we define Ψµ(z) := Φµ(|z|) with Φµ from (2.6). Based on (5.77) and by passing to a

non-relabelled subsequence if necessary, we may assume that lim infj→∞−‖∇uj‖LΦµ (BR/2)(<∞)

is a limit, and we set l := limj→∞−‖∇uj‖LΦµ (BR/2) for brevity. Let ε > 0 be arbitrary. We then

find j0 ∈ N such that j ≥ j0 implies −‖∇uj‖LΦµ (BR/2) < l + ε. For such j, the definition of the

scaled Luxemburg norm gives us  
BR/2

Ψµ

(∇uj
l + ε

)
dx ≤ 1.(5.79)

Clearly, 1
l+εDuj

∗
⇀ 1

l+εDu in RMfin(Ω;RN×n) as a consequence of Proposition 5.4(b). Employ-

ing Reshetnyak’s lower semicontinuity theorem as in (5.71) from above, we find that 
BR/2

Ψµ

( ∇u
l + ε

)
dx+

1

l + ε

 
BR/2

Ψ∞µ

( dDsu

d|Dsu|

)
d|Dsu|

≤ lim inf
j→∞

 
BR/2

Ψµ

(∇uj
l + ε

)
dx

(5.79)

≤ 1.

(5.80)

Since Ψ∞µ equally satisfies (5.70), we firstly deduce from (5.80) that Dsu ≡ 0 on BR/2 and that

−‖∇u‖LΦµ (BR/2) ≤ l + ε.

Sending ε ↘ 0, the definition of l, (5.77) and the second inequality from (2.7) yield (b) with

the choice d = max{d0, d1, d2} ≥ 1. �

Remark 5.12 (On the exponents d1, d2). A direct computation of d1 defined in (5.73) and

(5.78) yields

d1 =
1

2− µ
(2− µ)(n− 1)− q(n− 3)

(n− 1)(3− µ− q)− (n− 3)
for n ≥ 4 and n = 2,

with a small correction in dimension n = 3. In particular, we have that q > 1 implies that

d1 >
1

2−µ = d2. In the case q = 1, we have for all n ≥ 2 that d1 = 1
2−µ = d2 (for n ≥ 3 this

follows since θ = 0 in that case, see (5.62)), and the scaling of the right-hand side in (5.72)

coincides with previous findings in the literature for functionals with linear growth; see, e.g.,

[Gme20, Thm 1.1].

Remark 5.13 (On the passage to Φµ in (5.75)ff.). The passage to the convex function Φµ
in (5.75)ff. is primarily motivated by two points. Firstly, if we already knew at (5.75) that

Dsu ≡ 0 in BR/2 and ∇uj → ∇u pointwise L n-a.e. in BR/2, then the equivalence from (5.76)

would allow us to conclude that |∇uj |2−µ → |∇u|2−µ pointwise L n-a.e. in BR/2, whereby

the lower bound in the inequality from (b) could be obtained by use of Fatou’s lemma. The

requisite pointwise convergence L n-a.e., however, shall only be a consequence of the results

from Section 5.4 below. Hence, to keep the linear structure of the proof and in order to

avoid forward references, we prefer to give a self-contained argument. In view of (5.75) or

(5.76), it is difficult to extract any useful sort of convergence on the sublinear powers |∇uj |2−µ
which directly allows us to conclude lower semicontinuity of the corresponding Orlicz norms.

Therefore, we are bound to argue via the weak*-convergence of Radon measures. Since the

latter is compatible with convex functions by Reshetnyak’s theorem, but t 7→ exp(t2−µ)− 1 is

not convex, this motivates the detour via the convex function Φµ from (2.6).

The remaining case µ = n = 2 from Proposition 5.11(c) cannot be accomplished by fully

analogous means. Here, a slightly different V -function is required, and the use of the standard

Sobolev inequality has to be replaced by a variant of the usual Moser–Trudinger inequality:
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Proof of Proposition 5.11(c). Let BR = BR(x0) be an open ball and denote by c = c(γ,Γ, q) > 0

a constant independent of j which might change from place to place. Instead of the function

Vµ defined in (5.55), we now work with

V (z) := log((1 + |z|2)
1
2 ) for all z ∈ RN×2.(5.81)

By similar computations as in the proof of Theorem 1.1(a), we now derive local L2-bounds on

∇V (∇uj). Indeed, a direct computation yields that

|∇(V (∇w))|2 ≤ |∇2w|2

1 + |∇w|2
for all w ∈W2,2

loc(Ω;RN ).(5.82)

As a substitute of (5.61), we estimate for an arbitrary j ∈ N:ˆ
BR

(1 + |∇uj |2)
q
2 |∇η|2 dx =

ˆ
BR

exp(V (∇uj)) exp((q − 1)V (∇uj))|∇η|2 dx

≤
(ˆ

BR

(1 + |∇uj |2)
1
2 dx

)
‖ exp(V (∇uj))|∇η|

2
q−1 ‖q−1

L∞(BR)

(5.83)

for any η ∈W1,∞
c (Ω) with 0 ≤ η ≤ 1BR . Combining the definition (5.81) of V and Lemma 3.1,

see (3.5), we find for every R
2 ≤ ρ < σ ≤ R a function η ∈W1,∞

0 (BR) satisfying (3.1) together

with

(5.84) ‖ exp(V (∇uj))|∇η|
2
q−1 ‖q−1

L∞(BR)

≤ c(σ − ρ)−2

(‖(1 + |∇uj |2)
1
2 ‖L1(BR)

(σ − ρ)R

)q−1(
1 +
‖R∇V (∇uj)‖2L2(Bσ)

(σ − ρ)R

)q−1

.

By (1.8), we have 1 ≤ q < 2. Based on (3.1), the estimate (5.48) for µ = 2, (5.82) and

Lemma 2.12 yield

ˆ
BR/2

|∇V (∇uj)|2 dx ≤ c
(( 

BR

(1 + |∇uj |2)
1
2 dx

) q
2−q

+

( 
BR

(1 + |∇uj |2)
1
2 dx

)q)
+

1

Ajj2R2

ˆ
Ω

|∇uj |2 dx+
1

j
‖∇uj‖L1(Ω).

As above, see (5.68) and (5.74), we obtain by virtue of Proposition 5.4:

lim sup
j→∞

ˆ
BR/2

|∇V (∇uj)|2 dx ≤ c lim sup
j→∞

(
1 +

(  
BR

|∇uj |dx
) q

2−q

+

( 
BR

|∇uj |dx
)q)

.

(5.85)

Moreover, we record that, by elementary properties of the logarithm, we have for all j ∈ N:

(5.86)

 
BR/2

|V (∇uj)|2 dx ≤ c
 

BR/2

(1 + |∇uj |) dx.

Our next goal is to control ‖∇uj‖Lt(BR/2) for every t ∈ [1,∞) by means of ‖∇V (∇uj)‖2L2(BR/2)
.

To this end, we use a variation of the classical Moser–Trudinger inequality, namely, the following

scaled version: there exist constants CMT > 0 and c > 0 such that 
Br

exp
(CMT|w − (w)Br |2

‖∇w‖2
L2(Br)

)
dx ≤ c for all non-constant functions w ∈W1,2(Br).

Using the trivial inequality w2 ≤ 2(w − (w)Br )
2 + 2(w)2

Br
, we deduce with cMT := 1

2CMT that

(5.87)

 
Br

exp
( cMT|w|2

1 + ‖∇w‖2
L2(Br)

)
dx ≤ c exp(CMT(w)2

Br ) for all w ∈W1,2(Br).

Next, we obtain by Young’s inequality

log((1 + |∇uj |2)
t
2 ) = tV (∇uj) ≤

t2(1 + ‖∇V (∇uj)‖2L2(BR/2)
)

4cMT
+

cMTV (∇uj)2

1 + ‖∇V (∇uj)‖2L2(BR/2)

.
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Hence, we have for every t ∈ [1,∞) and j ∈ N that 
BR/2

(1 + |∇uj |2)
t
2 dx =

 
BR/2

exp(log((1 + |∇uj |2)
t
2 )) dx

≤ exp

( t2(1 + ‖∇V (∇uj)‖2L2(BR/2)
)

4cMT

)  
BR/2

exp
( cMTV (∇uj)2

1 + ‖∇V (∇uj)‖2L2(BR/2)

)
dx

(5.87)

≤ c exp

( t2(1 + ‖∇V (∇uj)‖2L2(BR/2)
)

4cMT

)
exp(CMT(V (∇uj))2

BR/2
).

Bounding the right-hand side of the previous inequality by use of (5.85) and (5.86), we obtain

for a suitable constant c > 0 independent of t that

(5.88) lim sup
j→∞

 
BR/2

(1 + |∇uj |2)
t
2 dx ≤ c lim sup

j→∞

(
exp

(
t2c

(
1 +

2∑
i=0

( 
BR

|∇uj |dx
)di)))

with d0 = 1, d1 = q
2−q and d2 = q, and the ultimate expression is clearly finite by (5.34).

Clearly, the above estimate in conjunction with an argument analogous to (5.71)ff. yields

that u ∈ W1,t
loc(Ω;RN ) for all t < ∞; moreover, we have the estimate as displayed in Proposi-

tion 5.11(c) with an exponent d = max{d0, d1, d2} = q
2−q ≥ 1 (recall n = µ = 2 and thus q < 2

in this case by (1.8)). This finishes the proof of Proposition 5.11(c). �

Remark 5.14 (Limitations and comparison with (p, q)-growth). The reader might notice that

the above proof is primarily centered around the wider range (1.8) of q’s to yield uniform bounds

on ‖∇Vµ(∇uj)‖L2(Bρ). This also allows for a wider range of µ for a given exponent q. However,

sending q ↘ 1, it does not improve the range for the classical µ-ellipticity (meaning that q = 1).

Indeed, here the above proof yields uniform bounds of integrals of superlinear expressions of

∇uj only if 1 < µ < 1 + 2
n . Thus, even though linear growth functionals subject to the classical

µ-ellipticity share some resemblance with (p, q)-functionals on the level of second derivatives,

this yet shows a fundamental difference to (p, q)-growth functionals in view of regularity. In

particular, aiming for µ ≥ 1 + 2
n in view of Sobolev regularity seems to require additional tools.

5.4. Strong convergence, higher derivatives and the proof of Theorem 1.1. We next

address further regularity properties of u and the Ekeland-type approximation sequence (uj);

in particular, we prove the strong convergence uj → u in W1,1
loc(Ω;RN ). We start with a second

order regularity result under more restrictive assumptions. To state it conveniently, we put

BV2(,loc)(Ω;RN ) :=
{
u ∈W1,1

(loc)(Ω;RN ) : ∇u ∈ BV(loc)(Ω;RN×n)
}
.

Proposition 5.15 (Higher derivatives). Let Ω ⊂ Rn be open and bounded with Lipschitz bound-

ary. Moreover, let F ∈ C2(RN×n) be a variational integrand with (1.1) and (1.6), where

1 ≤ µ, q <∞ satisfy (1.8) and, in addition,

1 ≤ µ ≤ n

n− 1
.(5.89)

Then, for any u0 ∈ W1,q(Ω;RN ), the following statements hold for any relaxed minimizer

u ∈ BV(Ω;RN ) of F subject to the Dirichlet datum u0:

(a) u ∈ BV2,loc(Ω;RN ) provided that µ = n
n−1 and n ≥ 3,

(b) u ∈W2,t
loc(Ω;RN ) with t = (2−µ)n

n−µ ∈ (1, 2) provided that µ < n
n−1 and n ≥ 3,

(c) u ∈W2,t
loc(Ω;RN ) for all t < 2 provided that n = 2.

Moreover, let (uj) be the Ekeland-type vanishing viscosity sequence in W2,2
loc(Ω;RN ) constructed

in Section 5.1. Then, for any open set K b Ω, we have for n = 2 or n ≥ 3 and µ < n
n−1 that

(5.90) ∇uj ⇀ ∇u in W1,t(K;RN×n)

with t ∈ (1, 2) as above, and, in the case n ≥ 3 with µ = n
n−1 ,

(5.91) ∇uj
∗
⇀ ∇u in BV(K;RN×n).
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Proof. Let x0 ∈ Ω and R > 0 be such that 0 < R < 1
2dist(x0, ∂Ω). Moreover, let K b Ω be an

arbitrary but fixed relatively compact subset with BR := BR(x0) b K. For the sequence (uj)

in W2,2
loc(Ω;RN ) constructed in Section 5.1, we have

‖∇u‖Ls(K) + sup
j∈N
‖∇uj‖Ls(K) ≤ c(K, s) <∞ for any 1 ≤ s

{
≤ (2−µ)n

n−2 if n ≥ 3,

<∞ if n = 2,
(5.92)

as a consequence of Proposition 5.11 combined with (5.69) for n ≥ 3 and (5.88) for n = 2,

where µ = 2 = n
n−1 in the latter case. We put

t :=

{
(2−µ)n
n−µ if n ≥ 3,

∈ (1, 2) arbitrary if n = 2.

For n ≥ 3, an elementary computation shows 1 ≤ t < 2 provided that µ ≤ n
n−1 , with t = 1 if

and only if µ = n
n−1 . Moreover, we have in the case n ≥ 3

µt

2− t
=

µ(2− µ)n

2(n− µ)− (2− µ)n
=

(2− µ)n

n− 2
.

By Young’s inequality with exponents 2
t and 2

2−t , we find for every η ∈ C∞c (Ω) and ` ∈ {1, . . . , n}
that ˆ

Ω

η2|∂`∇uj |t dx ≤ t

2

ˆ
Ω

η2 |∂`∇uj |2

(1 + |∇uj |2)
µ
2

dx+
2− t

2

ˆ
Ω

η2(1 + |∇uj |2)
µt

2(2−t) dx.

Recalling (5.36), we may combine the Caccioppoli inequality (5.48) and any η ∈ C∞c (Ω) with

1BR/2 ≤ η ≤ 1BR and |∇η| ≤ 4
R to deduce for ` ∈ {1, . . . , n} that

lim sup
j→∞

ˆ
BR/2

|∂`∇uj |t dx ≤ c lim sup
j→∞

(
R−2

ˆ
BR

(1 + |∇uj |2)
q
2 dx+

ˆ
BR

(1 + |∇uj |2)
(2−µ)n
2(n−2) dx

)
.

With the help of (5.92) and the inequality

(5.93) q − (2− µ)n

n− 2

(1.8)
< 2 +

2

n− 1
− µ− (2− µ)n

n− 2
=

2

n− 1
− (2− µ)

2

n− 2

µ≤ n
n−1

≤ 0,

we obtain

lim sup
j→∞

ˆ
BR/2

|∇2uj |t dx <∞.

Therefore, passing to a suitable non-relabelled subsequence, the sequence (uj) is uniformly

bounded in W2,t(BR/2;RN ). Based on this observation and the arbitrariness of BR b K,

the statements (b) and (c) follow from standard compactness arguments in reflexive spaces.

Concerning (a), we note that the second total variation is lower semicontinuous with respect to

L1
loc-convergence, whereby u ∈ BV2(BR/2;RN ) follows in this case, too. The assertions (5.90)

and (5.91) follow from elementary compactness arguments, and the proof is complete. �

Next, we establish strong convergence uj → u in W1,1
loc(Ω;RN ) under the more general as-

sumptions of Theorem 1.1.

Proposition 5.16 (Strong convergence of gradients). Consider the situation of Theorem 1.1.

Let (uj) be the Ekeland-type vanishing viscosity sequence in W2,2
loc(Ω;RN ) constructed in Sec-

tion 5.1. Then, for any open set K b Ω, there holds

∇uj → ∇u in Ls(K;RN×n) for any 1 ≤ s < t∗ :=

{
(2−µ)n
n−2 if n ≥ 3,

∈ (1,∞) arbitrary if n = 2.
(5.94)

Proof. Let BR = BR(x0) b Ω be an arbitrary ball. We show (5.94) for K = BR/2, and the

claim follows by the arbitrariness of BR. Firstly, we consider the case µ < 2. In view of (5.68)ff.

for n ≥ 3 and (5.74)ff. for n = 2, we have

lim sup
j→∞

‖Vµ(∇uj)‖W1,2(BR/2) <∞.



NON-UNIFORMLY ELLIPTIC VARIATIONAL PROBLEMS ON BV 37

By the Rellich–Kondrachov theorem, this ensures that there exists V ∈W1,2(BR/2;RN×n) and

a (non-relabelled) subsequence such that

Vµ(∇uj)→ V L n-a.e. in BR/2.

Since Vµ is a diffeomorphism, see (5.57), we deduce that

∇uj → V −1
µ (V ) L n-a.e. in BR/2,

which in turn implies ∇uj → V −1
µ (V ) in L n-measure on BR/2. Now let A ⊂ BR/2 be measur-

able. Based on (5.69) and (5.77), we estimate for an arbitrary 1 ≤ s < t∗:

sup
j∈N

ˆ
A

|∇uj |s dx ≤ L n(A)
t∗−s
t∗ sup

j∈N

( ˆ
BR/2

|∇uj |t
∗

dx

) s
t∗

≤ cL n(A)
t∗−s
t∗ .

Hence, the sequence (∇uj) is s-equi-integrable in BR/2, and from here it follows that (∇uj)
converges strongly to V −1

µ (V ) in Ls(BR/2;RN×n) by Vitali’s convergence theorem. In combi-

nation with ∇uj
∗
⇀ Du = ∇uL n in RMfin(BR;RN×n) and the uniqueness of weak*-limits, we

have ∇u = V −1
µ (V ). Since these arguments apply to every subsequence of the initial sequence

(uj), the claim (5.94) follows.

In the remaining case n = µ = 2, Proposition 5.15 ensures that (∇uj) is bounded in

W1,1(BR/2;RN×n). Hence, by the Rellich–Kondrachov theorem, there exists a subsequence

that converges almost everywhere. In combination with (5.88), the above argument applies

also in this case and the claim (5.94) follows. This completes the proof. �

Based on Proposition 5.16, we are now ready to give the:

Proof of Theorem 1.1. In view of the estimates from Proposition 5.11(a)–(c), the strong con-

vergence ∇uj → ∇u in L1
loc(Ω;RN×n) from Proposition 5.16 allows us to pass to the limit on

the corresponding right-hand sides. This yields the assertions of Theorem 1.1. �

Remark 5.17. Note that, in the situation of Theorem 1.1, Proposition 5.16 ensures the strong

convergence uj → u in W1,q
loc(Ω;RN ) in n = 2 and for n ≥ 3 under the additional assumption

(5.95) q <
(2− µ)n

n− 2
.

In view of (5.93), condition (5.95) is automatically satisfied if µ ≤ n
n−1 . In the case q = 1,

condition (5.95) reduces to the well-known condition µ < 1 + 2
n , which is also satisfied in the

situation of Theorem 1.1.

5.5. Euler–Lagrange systems and dimension reduction. A rather direct consequence of

Theorem 1.1 and Proposition 5.15 is the validity of the Euler–Lagrange system for every relaxed

minimizer; a variant thereof, which uses the machinery of Young measures, has been stated in

the unpublished note [KK22] by Koch & Kristensen.

Corollary 5.18 (Local minimality and Euler–Lagrange system). Consider the situation of

Theorem 1.1 where we additionally assume (5.95) provided that n ≥ 3. Then, for any u0 ∈
W1,q(Ω;RN ), every relaxed minimizer u ∈ BV(Ω;RN ) of F subject to the Dirichlet datum u0

is a local minimizer of F in the sense that

(5.96)

ˆ
K

F (∇u) dx ≤
ˆ
K

F (∇u+∇ϕ) dx for all open K b Ω and all ϕ ∈W1,q
c (K;RN ).

Moreover, u satisfies the Euler–Lagrange system

(5.97)

ˆ
Ω

〈∇F (∇u),∇ϕ〉dx = 0 for all ϕ ∈W1,q
c (Ω;RN ).

Proof. We begin with the proof of (5.96). From (5.35) and F ≤ Gj , we deduce for the sequence

(uj) in W2,2
loc(Ω;RN ) constructed in Section 5.1 that

F
∗
u0

[u; Ω] = lim
j→∞

F [uj ; Ω].

Let ϕ ∈W1,q
c (K;RN ) be given. By the very definition of the relaxation F

∗
u0

[−; Ω], we have

F
∗
u0

[u+ ϕ; Ω] ≤ lim inf
j→∞

F [uj + ϕ; Ω].
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Clearly, the growth condition in (1.1) ensures that v 7→ F [v,K] is continuous with respect to

strong convergence in W1,q(K;RN ). Hence, Proposition 5.15 together with Remark 5.17 yield

lim
j→∞

F [uj ;K] = F [u;K] and lim
j→∞

F [uj + ϕ;K] = F [u+ ϕ;K].

Combining the previous three displayed limits with the fact that spt(ϕ) ⊂ K, we obtain from

the fact that u is a relaxed minimizerˆ
K

F (∇u)− F (∇u+∇ϕ) dx = lim
j→∞

(F [uj ; Ω]−F [uj + ϕ; Ω])

≤ F
∗
u0

[u; Ω]−F
∗
u0

[u+ ϕ; Ω] ≤ 0,

and thus (5.96). Finally, (5.97) follows from (5.96) as in the proof of Proposition 5.4(c). �

With the higher differentiability of relaxed minimizers according to Proposition 5.11, we can

further differentiate the Euler–Lagrange equation (5.97). This will be exploited in the proof of

Theorem 1.2 in Section 6 below.

Corollary 5.19 (Differentiated Euler–Lagrange system). Consider the situation of Theorem 1.1

where we assume in addition that µ < n
n−1 provided that n ≥ 3. Then, for any u0 ∈

W1,q(Ω;RN ), every relaxed minimizer u ∈ BV(Ω;RN ) of F subject to the Dirichlet datum

u0 satisfies the differentiated Euler–Lagrange equation

(5.98)

ˆ
Ω

〈∇2F (∇u)∇∂`u,∇ϕ〉dx = 0 for all ϕ ∈ C∞c (Ω;RN ) and all ` ∈ {1, . . . , n}.

Proof. Let (uj) be the Ekeland-type approximation sequence in W2,2
loc(Ω;RN ) constructed in

Section 5.1. We deduce from (5.50) that

(5.99) lim
j→∞

ˆ
Ω

〈∇2F (∇uj)∂`∇uj ,∇ϕ〉dx = 0 for all ϕ ∈ C∞c (Ω;RN ).

Here, we have used that, as a consequence of (5.36) and after an application of the integration

by parts formula, the two terms which stem from the stabilization vanish in the limit. In order

to pass to the limit in the integral on the left-hand side, we first observe that ∇2F (∇uj) →
∇2F (∇u) in Ls(K;RN×n) for all s < ∞ and K b Ω. Indeed, (1.6) ensures |∇2F (z)| ≤
c(1 + |z|)q−2. In the case q ≤ 2, the claim follows directly from (5.94). Moreover, we observe

that q > 2 and assumption (1.8) imply that n = 2, and thus the desired convergences follows

again from (5.94). Clearly, the strong convergence of F (∇uj) in combination with the weak

convergence (5.90) implies that (5.98) follows from (5.99). �

Lastly, we record a dimension reduction result for the singular set of relaxed minimizers. To

this end, we denote the regular set of a minimizer u ∈ BV(Ω;RN ) of F
∗
u0

[−; Ω] by

Reg(u) := {x0 ∈ Ω: u is of class C1,α in an open neighbourhood of x0 for all 0 < α < 1},

and define the singular set by Σu := Ω \ Reg(u). We then have:

Corollary 5.20 (Dimension reduction). Let F ∈ C2(RN×n) satisfy (1.1) and (1.6) with

1 < µ <
n

n− 1
and 1 ≤ q < n

n− 1
.(5.100)

Then, for any u0 ∈ W1,q(Ω;RN ), the singular set of every relaxed minimizer u ∈ BV(Ω;RN )

of F subject to the Dirichlet datum u0 satisfies the Hausdorff dimension bound

dimH (Σu) ≤ n− 1.

Proof. We set

V (z) :=

ˆ |z|
0

ˆ t

0

dsdt

(1 + s2)
µ
2

, for all z ∈ RN×n,(5.101)

whereby V is of class C2, strictly convex and satisfies, for some constants c1, ..., c4 > 0

c1|z|2 ≤ V (z) ≤ c2|z|2 if |z| ≤ 1 and c3|z| ≤ V (z) ≤ c4(1 + |z|).(5.102)
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In the present situation, (1.6) implies that there exists a constant ` > 0 such that F − `V is

convex (and hence, in particular, quasiconvex). Based on (5.100), F thus satisfies all assump-

tions of [GK24, Thm. 2.1] up to two points: In [GK24, Thm. 2.1], it is required that F −`〈·〉1 is

quasiconvex and that F ∈ C∞(RN×n). From the perspective of partial regularity and because

of (5.102), it is immaterial if we work with 〈·〉1 instead of V given by (5.101). Secondly, fol-

lowing the discussion after [GK24, Thm. 2.1], we obtain the C1,α-partial regularity of relaxed

minimizers if F is only of class C2. Moreover, because of (5.100), Theorem 1.1 implies that

Dus ≡ 0, and so [GK24, Thm. 2.1] gives us the following characterisation of Σu:

Σu = Σ1
u ∪ Σ2

u :=
{
x0 ∈ Ω: lim inf

r↘0

 
Br(x0)

|∇u− (∇u)Br(x0)|dx > 0
}

∪
{
x0 ∈ Ω: lim sup

r↘0
|(∇u)Br(x0)| = +∞

}
.

(5.103)

In view of Proposition 5.15, we have that u ∈ BV2,loc(Ω;RN ). The usual Poincaré inequality

on BV then implies for Br(x0) b Ω that 
Br(x0)

|∇u− (∇u)Br(x0)|dx ≤ c r
|D2u|(Br(x0))

rn
,

and so Giusti’s measure density lemma (see e.g. [Bec16, Prop. 1.76], which directly extends to

functions in BV(Ω;RN×n)), yields that dimH (Σu) ≤ n− 1. This completes the proof. �

Remark 5.21. The condition (5.100) is required both for the application of [GK24, Thm. 2.1]

and the higher Sobolev regularity from Proposition 5.15. If q = 1, then partial regularity in

itself holds without any restriction on µ (see, e.g., [AG88, GK19a, Gme21]); however, in view

of Remark 5.14, it is then required for higher Sobolev regularity, leading to the estimate for the

Hausdorff dimension of the singular set. For partial regularity in the setting of Corollary 5.20,

the exponent µ < n
n−1 is primarily required to reduce to the more general quasiconvex setting

as assumed in [GK24]. We expect that, for partial regularity for convex problems with (1, q)-

growth, a substantially larger range of µ and q will work.

6. Proof of Theorem 1.2: C1,α-regularity in two dimensions

We now come to the proof of Theorem 1.2 and base our arguments on the notation and

results of Section 5; recall that now n = 2. In what follows, let u ∈ BV(Ω;RN ) be an arbitrary

but fixed relaxed minimizer, and denote by (uj) the Ekeland-type vanishing viscosity sequence

from Section 5.1. Moreover, we recall from (1.12) that 1 ≤ µ < 2 and q ≥ 1 are now such that

max{2, q}+ 3µ < 6,(6.1)

and that F ∈ C2(RN×n) satisfies (1.6) with these choices of µ and q. As an elementary

conclusion of (6.1), we record that

q < 6− 3µ
µ≥1

≤ 4− µ =⇒ q + µ < 4 = 2 +
2

n− 1
and µ < 2 =

n

n− 1
.

Hence, both Theorem 1.1(b) and Proposition 5.15(c) apply in this setting. The proof of The-

orem 1.2 is strongly inspired by Bildhauer & Fuchs [BF03, Bil03], where similar results have

been established in the context of (p, q)-growth conditions:

Proof of Theorem 1.2. Let x0 ∈ Ω, 0 < R < 1
2dist(x0, ∂Ω) and ξ1, ξ2 ∈ RN . Moreover, let

` ∈ {1, 2}. We pick a smooth cut-off function η ∈ C∞c (Ω; [0, 1]) such that 1BR(x0) ≤ η ≤
1B2R(x0) and |∇η| ≤ 4

R . The starting point for the present proof is the Caccioppoli-type

inequality (5.47) from Proposition 5.9(a). To simplify the following computations, we note that

Proposition 5.4(a) and (b) imply that there exists a sequence (δj) in (0,∞) with δj ↘ 0 and

independent of ξ` such thatˆ
BR(x0)

〈∇2F (∇uj)∂`∇uj , ∂`∇uj〉dx

≤ 2

∣∣∣∣ˆ
AR(x0)

〈∇2F (∇uj)∂`∇uj , (∂`uj − ξ`)⊗∇η〉dx
∣∣∣∣+ δj (1 + |ξ`|2),

(6.2)
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where AR(x0) := B2R(x0) \ BR(x0) as usual. For brevity, we put

Hj,` :=
√
〈∇2F (∇uj)∂`∇uj , ∂`∇uj〉.

Applying the Cauchy–Schwarz inequality pointwisely to the integrands on the right-hand side

of (6.2), we hence obtain by a subsequent use of Hölder’s inequality and the estimate |∇η| ≤ 4
R :ˆ

BR(x0)

|Hj,`|2 dx

≤ 2

∣∣∣∣ˆ
AR(x0)

Hj,`

(
〈∇2F (∇uj)((∂`uj − ξ`)⊗∇η), (∂`uj − ξ`)⊗∇η〉

) 1
2 dx

∣∣∣∣
+ δj (1 + |ξ|2)

≤ 8

R

(ˆ
AR(x0)

|Hj,`|2 dx

) 1
2

I + δj(1 + |ξ`|2)

(6.3)

with

I :=

(ˆ
AR(x0)∩{|∇η|6=0}

〈∇2F (∇uj)((∂`uj − ξ`)⊗ ∇η
|∇η| ), ((∂`uj − ξ`)⊗

∇η
|∇η| )〉dx

) 1
2

.

We now establish the continuity of ∇u; to this end, we distinguish the cases 1 ≤ q ≤ 2 and

q > 2.

Case 1 ≤ q ≤ 2. We recall the auxiliary function Vµ defined by (5.55). Employing the lower

bound from (1.6), we note that the estimates

|∂`∇uj | =
(
(1 + |∇uj |2)−µ/2|∂`∇uj |2

) 1
2 (1 + |∇uj |2)

µ
4

≤ λ− 1
2 |Hj,`|(1 + |∇uj |2)

µ
4

(5.58)

≤ λ−
1
2 |Hj,`|(|Vµ(∇uj)|+ 1)

µ
2−µ

(6.4)

hold L n-a.e. in Ω for ` ∈ {1, 2}. Due to q ≤ 2, the upper bound from (1.6) implies that |∇2F |
is bounded by Λ. Hence, the scaled Sobolev inequality in n = 2 dimensions with the particular

choice of ξ` := (∂`uj)AR(x0) and Poincaré’s inequality yield

I ≤ cΛ
1
2

(ˆ
AR(x0)

|∂`uj − (∂`uj)AR(x0)|2 dx

) 1
2

≤ cΛ
1
2

ˆ
AR(x0)

|∂`∇uj |dx

(6.4)

≤ c
(Λ

λ

) 1
2

ˆ
AR(x0)

|Hj,`| (|Vµ(∇uj)|+ 1)
µ

2−µ dx.

(6.5)

In combination with (6.3), (6.5) implies that

ˆ
BR(x0)

|Hj,`|2 dx ≤ c

R

(ˆ
AR(x0)

|Hj,`|2 dx

) 1
2
ˆ
AR(x0)

|Hj,`| (|Vµ(∇uj)|+ 1)
µ

2−µ dx

+ δj(1 + |(∂`uj)AR(x0)|2),

(6.6)

where now c = c(N,λ,Λ) > 0. Now let 0 < r < R. By (5.74), the sequence (Vµ(∇uj)) is uni-

formly bounded in W1,2(B2r(x0);RN×2). Thus, by the chain rule, (|Vµ(∇uj)|+ 1) is uniformly

bounded in W1,2(B2r(x0)) too. At this stage, we note that the assumption max{2, q}+ 3µ < 6

ensures µ
2−µ ∈ [1, 2) in the case 1 ≤ q ≤ 2. Hence, Lemma 2.13 gives for all 2 < p <∞

ˆ
Br(x0)

H2
j,` dx ≤ c

(log2( 2R
r ))p

+ δj(1 + |(∂`uj)AR(x0)|2),(6.7)

where c > 0 only depends on µ, λ,Λ, N , R−1‖Vµ(∇uj)‖L2(B2R(x0)) + ‖∇Vµ(∇uj))‖L2(B2R(x0)

‖Hj,`‖L2(B2R(x0) and is thus independent of 0 < r < R and uniformly bounded in j ∈ N. We

recall that

|∇(Vµ(∇uj))|2
(5.56)

≤ c(1 + |∇uj |2)−
µ
2 |∇2uj |2 ≤ c

2∑
`=1

H2
j,`.
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In view of Poincaré’s inequality and (6.7), we deduce that

1

r2

ˆ
Br(x0)

∣∣Vµ(∇uj)− (Vµ(∇uj))Br(x0)

∣∣2 dx ≤ c
ˆ

Br(x0)

|∇Vµ(∇uj)|2 dx

≤ c

(log2( 2R
r ))p

+ c δj

2∑
`=1

(1 + |(∂`uj)AR(x0)|2).

(6.8)

Combining |Vµ(z)| ≤ (1 + |z|2)
2−µ

4 and the strong convergence (5.94), we obtain

Vµ(∇uj)− (Vµ(∇uj))Br(x0) → Vµ(∇u)− (Vµ(∇u))Br(x0) strongly in L2(Br(x0)).

Based on the elementary estimate

|(∂`uj)AR(x0)|2 ≤
c

R4

(ˆ
Ω

|∇uj |dx
)2 (5.34)

≤ c

R4

1

γ2

(
4 + inf

W1,q
u0

(Ω;RN )
F [−; Ω]

)2

,

inequality (6.8) then yields in the limit j →∞:

1

r2

ˆ
Br(x0)

∣∣Vµ(∇u)− (Vµ(∇u))Br(x0)

∣∣2 dx ≤ c

(log2( 2R
r ))p

.

In consequence, Lemma 2.2 implies that Vµ(∇u) is locally bounded and continuous in Ω. Since

Vµ : RN×2 → RN×2 is a homeomorphism (see Step 1 of the proof of Proposition 5.11), the

continuity of ∇u follows.

Case q > 2. In the case q > 2, we use the upper bound from (1.6) to find for ` ∈ {1, 2}

I ≤
√

Λ

(ˆ
AR(x0)

(1 + |∇uj |2)
q−2

2 |∇uj − ζ|2 dx

) 1
2

,

where ζ =
(
ξ1 ξ2

)
∈ RN×2. In order to estimate the right-hand side from above, we recall

that there exists a constant c = c(N, q) > 0 such that

(1 + |z1|2)
q−2

2 |z1 − z2|2 ≤ c |V2−q(z1)− V2−q(z2)|2 for all z1, z2 ∈ RN×2,(6.9)

where V2−q(z) := (1 + |z|2)−
2−q

4 z, see (5.55). Indeed, estimate (6.9) is a direct consequence

of [GM86, Eq. (2.4)]. Now, by the Sobolev inequality in n = 2 dimensions, we find with the

choice ζ = V −1
2−q((V2−q(∇uj))AR(x0)):

I
(6.9)

≤ c

(ˆ
AR(x0)

|V2−q(∇uj)− V2−q(ζ)|2 dx

) 1
2

= c

(ˆ
AR(x0)

|V2−q(∇uj)− (V2−q(∇uj))AR(x0)|2 dx

) 1
2

≤ c
ˆ
AR(x0)

|∇(V2−q(∇uj))|dx.

To conclude the proof, we use that there exists a constant c = c(q, λ,Λ) > 0 such that

|∇(V2−q(∇uj))| ≤ c (1 + |∇uj |2)
q−2

4 |∇2uj |

≤ c
2∑
`=1

|Hj,`|(1 + |∇uj |2)
q+µ−2

4

(5.58)

≤ c

2∑
`=1

|Hj,`|(|Vµ(∇uj)|+ 1)
q+µ−2

2−µ .

Our condition (6.1) with q ≥ 2 then yields q+µ−2
2−µ < 2. With a similar argument as in the case

q ≤ 2, we then infer the continuity of V2−q(∇u) together with the corresponding estimates. As

in the case q ≤ 2, this ensures the continuity of ∇u.

It remains to upgrade the continuity of ∇u to Hölder continuity. To this end, let ` ∈ {1, 2}.
We recall that ∂`u ∈W1,t

loc(Ω;RN ) for all t < 2, see Proposition 5.15, and thus we deduce from

the differentiated Euler–Lagrange system (5.98) by approximation that

(6.10)

ˆ
Ω

〈A∇∂`u,∇ϕ〉dx = 0 for all ϕ ∈W1,p
c (Ω;RN ) with p > 2,

where we have used the shorthand notation A := ∇2F (∇u). Since, for every K b Ω, ∇u
is bounded and continuous in K, A is uniformly elliptic and continuous in K. As shall be
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addressed in detail below, we are now in a position to apply [Anc09, Theorem A1.1] to obtain

that ∂`u ∈ W1,p(K ′;RN ) for all p < ∞ and all open subsets K ′ b K. Thus, by Morrey’s

embedding, it follows that u ∈ C1,α
loc (Ω;RN ) for all 0 < α < 1 as claimed.

Since [Anc09] is formulated for elliptic equations (that is, N = 1), we briefly give the argu-

ment underlying [Anc09, Theorem A1.1] for the convenience of the reader. In view of standard

interior Lp-estimates for linear elliptic systems (see, e.g., [GM12, Theorem 7.2]), it suffices to

show that ∂`u ∈W1,2
loc(Ω;RN ). For an arbitrary ball BR = BR(x0) b Ω, we shall now establish

that ∂`u ∈W1,2(BR/2;RN ).

To this end, let Φ ∈ C∞c (BR;RN×2) be arbitrary with ‖Φ‖L2(BR) = 1, and consider the

unique solution v ∈W1,2
0 (BR;RN ) of

(6.11)

ˆ
BR

〈A∇v,∇ϕ〉dx =

ˆ
BR

〈Φ,∇ϕ〉dx for all ϕ ∈W1,2
0 (BR;RN ).

Using the uniform ellipticity of A and ‖Φ‖L2(BR) = 1, we find that ‖∇v‖L2(BR) ≤ C <∞. Here

and in the rest of the proof, C > 0 denotes a finite positive constant depending only on N

and the uniform ellipticity ratio of A. Moreover, standard Lp-theory, see [GM12, Theorem

7.2], in combination with the continuity of A and the assumption Φ ∈ C∞c (BR;RN×2) yields

∇v ∈ Lploc(BR;RN×2) for all p <∞. The higher integrability of ∇v ensures that (6.11) is also

valid for ϕ ∈ W1,s
c (BR;RN ) with s > 1. In particular, we may use ϕ = η(∂`u − (∂`u)BR) as a

test function in (6.11), where η ∈ C∞c (BR; [0, 1]) is a smooth cut-off function satisfying η = 1

in BR/2 and |∇η| ≤ 8/R. This yields

ˆ
BR

〈Φ, η∇∂`u〉dx =

ˆ
BR

〈A∇v, η∇∂`u〉dx

+

ˆ
BR

(
〈A∇v, (∂`u− (∂`u)BR)⊗∇η〉 − 〈Φ, (∂`u− (∂`u)BR)⊗∇η〉

)
dx.

The second integral on the right-hand side can be estimated from above by Hölder’s and

Sobolev’s inequalities by

(‖A∇v‖L2(BR) + ‖Φ‖L2(BR))‖∇η‖L∞(BR)‖∂`u− (∂`u)BR‖L2(BR) ≤
C

R
‖∇∂`u‖L1(BR).

For the remaining term, we use the symmetry and boundedness of A, equation (6.10) with

ϕ = η(v − (v)BR) ∈ L∞(BR;RN ) and Sobolev’s inequality in the form

ˆ
BR

〈A∇v, η∇∂`u〉dx =

ˆ
BR

〈A∇∂`u, η∇v〉dx = −
ˆ

BR

〈A∇∂`u, (v − (v)BR)⊗∇η〉dx

≤ ‖A∇∂`u‖
L

3
2 (BR)

‖∇η‖L∞(BR)‖v − (v)BR‖L3(BR) ≤
C

R
1
3

‖∇∂`u‖
L

3
2 (BR)

.

The previous three displayed formulas in combination with Hölder inequality ‖ · ‖L1(BR) ≤
L 2(BR)

1
3 ‖ · ‖

L
3
2 (BR)

imply that

(6.12) sup

{ˆ
BR

〈Φ, η∇∂`u〉dx : Φ ∈ C∞c (BR;RN×n), ‖Φ‖L2(BR) = 1

}
≤ C

R
1
3

‖∇∂`u‖
L

3
2 (BR)

,

which ensures the claim ∇∂`u ∈ L2(BR/2;RN×2). This completes the proof. �

Remark 6.1 (On the order of limit passages). As to the specific set-up of the above proof,

note that the classical Frehse–Seregin lemma (see [FS98, Lem. 4.2]) could only be applied if

the additional term δj(1 + |(∂`uj)AR(x0)|2) were absent in (6.6). This, in turn, would force

us to directly perform the limit passage j → ∞ in (6.6). At this stage, however, there is no

convergence result for (Hj,`) at our disposal. In the above proof, we first pass from second

to first order quantities in (6.8) (for which convergence results are available at this point),

subsequently use the modified Frehse–Seregin Lemma 2.13 and finally send j →∞.
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7. Appendix

7.1. Relaxations. As a key point of the main part and different from previous contributions,

the regularity assertions of Theorems 1.1 and 1.2 do not make use of integral representations

of the relaxed functional F
∗
u0

[−; Ω]. In view of the ubiquity of such representations for purely

linear growth functionals (i.e., q = 1, see, e.g., [BS13, Bil03]), we briefly discuss here the

underlying difficulties in establishing such representations in the general (1, q)-growth case. As

an upshot, a detour via an integral representation – which might a priori only be available for a

strictly smaller range of q than displayed in Theorems 1.1 and 1.2 – would complicate the line

of argument while not being necessary based on the approach developed in Sections 4–6.

To this end, it is instructive to firstly consider the case without prescribed Dirichlet boundary

values. We begin with:

Lemma 7.1 (Koch and Kristensen, [KK22, Thm. 2]). Let Ω ⊂ Rn be open and bounded with

Lipschitz boundary. Moreover, let 1 ≤ q <∞ and let the convex integrand F ∈ C(RN×n) satisfy

the growth bound (1.1). For u ∈ BV(Ω;RN ), we put

F
∗
[u; Ω] := inf

{
lim inf
j→∞

ˆ
Ω

F (∇uj) dx : (uj) in W1,1(Ω;RN ), uj
∗
⇀ u in BV(Ω;RN )

}
.

Then we have the integral representation

F
∗
[u; Ω] = F

∗
int[u; Ω] :=

ˆ
Ω

F (∇u) dx+

ˆ
Ω

F∞
( dDsu

d|Dsu|

)
d|Dsu|,(7.1)

where we have used the Lebesgue–Radon–Nikodým decomposition (2.1) of Du.

Whereas [KK22] uses the machinery of Young measures to arrive at ’≥’ in (7.1), we note that

this step can be accomplished as in the proof of Proposition 4.5 by use of the Reshetnyak lower

semicontinuity theorem. Once no boundary values are fixed (as in the definition of F
∗
[−; Ω]),

a routine mollification of u in conjunction with Jensen’s inequality yields ’≤’ in (7.1) too; see

the proof of [KK22, Thm. 2]. If we work with fixed boundary values as in (1.3), an integral

representation for F
∗
u0

[u; Ω] does not follow by similar means. More precisely, if we denote

F
∗
int,u0

[u; Ω] := F
∗
int[u; Ω] +

ˆ
∂Ω

F∞(tr∂Ω(u0 − u)⊗ ν∂Ω) dH n−1,

then an integral representation of F
∗
u0

[u; Ω] would mean that F
∗
u0

[u; Ω] = F
∗
int,u0

[u; Ω]. As in

the proof of Proposition 4.5, ’≥’ then follows from the Reshetnyak lower semicontinuity theorem.

Hence, an integral representation requires a recovery sequence (uj) in u0 + W1,q
0 (Ω;RN ); in the

situation considered here, this amounts to

lim inf
j→∞

ˆ
Ω

F (∇uj) dx ≤ F
∗
int,u0

[u; Ω].(7.2)

If q = 1 in (1.1) and so F has linear growth from above and below, it follows from [Bil03,

Appendix B] and Reshetnyak’s continuity theorem that there exists a sequence (uj) in u0 +

C∞c (Ω;RN ) such that (7.2) holds with equality. As explained in Example 2.9, Reshetnyak’s

continuity theorem does not extend to the case where q > 1. This, in turn, implies that (7.2)

must be established by independent means. For suitable cut-off functions ηj ∈ C∞c (Ω; [0, 1])

with ηj → 1 pointwise everywhere in Ω, the natural candidate for such a recovery sequence is

uj := u0 +ρεj ∗ (ηj(u−u0)), where (εj) in (0, 1) tends to zero sufficiently fast. It is then readily

discovered that (7.2) essentially reduces to showing that

lim inf
j→∞

ˆ
Ω

F ((u− u0)⊗∇ηj) dx ≤
ˆ
∂Ω

F∞(tr∂Ω(u0 − u)⊗ ν∂Ω) dH n−1.(7.3)

In the purely linear growth case (where q = 1), this inequality can be established, e.g., by

use of the coarea formula and the fundamental theorem of calculus. If q > 1, an integral

representability and (7.3) indicate the necessity of the exponent restriction q < n
n−1 in view of

Proposition 4.5. Even in this case, however, a similar approach as for q = 1 seems difficult. This

is due to the fact that the bulk integrals of F ((u− u0)⊗∇ηj) are only expected to converge to

the corresponding boundary terms close to boundary points where F∞(tr∂Ω(u0 − u)⊗ ν∂Ω) is

finite; if the latter is not fulfilled, Proposition 4.5 in turn indicates that the bulk approximations
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must decay to zero sufficiently fast as j →∞. This requires a delicate case distinction and an

additional argument that these two cases do not interfere too much. While we believe that,

in principle, this might be possible with substantially refined methods, the above reasoning

indicates a strictly smaller range of q for such an integral representation than the one given in

Theorems 1.1, 1.2.

Most importantly, the underlying chief obstruction is not the potential presence of the singu-

lar parts in the interior, but the boundary behaviour of recovery sequences. As implicitly noted

in [KK22], issues of this type do not arise when imposing the Dirichlet data only asymptotically;

for such versions of relaxed functionals, it is however not clear how to establish key properties

such as, e.g., Theorem 4.4.

7.2. Proof of Lemma 2.4. In order to prove the lower bound in (2.7), we may assume that

−‖|v|2−µ‖exp L1(Br(x0)) <∞, as otherwise there is nothing to prove. Moreover, it is customary

to put Φ̃(z) := exp(|z|) − 1 for z ∈ R. By continuity and monotonicity of Φµ, there exists a

unique number t2 = t2(t1, µ) > 0 such that

Φµ(t2) =
1

2
.(7.4)

We may assume that t2 < t1. Next, we choose

Θ :=
(( t1

t2

)2−µ
− 1
)
−‖|v|2−µ‖exp L1(Br(x0)).

In consequence, we have

−‖|v|2−µ‖exp L1(Br(x0)) + Θ =
( t1
t2

)2−µ
−‖|v|2−µ‖exp L1(Br(x0))

=⇒ t2−µ2 (−‖|v|2−µ‖exp L1(Br(x0)) + Θ) = t2−µ1 −‖|v|2−µ‖exp L1(Br(x0))

=⇒ t2(2(−‖|v|2−µ‖exp L1(Br(x0)) + Θ))
1

2−µ = t1(2−‖|v|2−µ‖exp L1(Br(x0)))
1

2−µ .

Hence, defining

λ1 := (2(−‖|v|2−µ‖exp L1(Br(x0))))
1

2−µ and λ2 := (2(−‖|v|2−µ‖exp L1(Br(x0)) + Θ))
1

2−µ ,

we conclude for x ∈ Br(x0) that |v(x)| ≥ t2λ2 holds if and only if |v(x)| ≥ t1λ1. Therefore,

introducing

(7.5) A :=
{
x ∈ Br(x0) : |v(x)| < t2λ2

}
we have

(7.6) Br(x0) \ A =
{
x ∈ Br(x0) : |v(x)| ≥ t2λ2

}
=
{
x ∈ Br(x0) : |v(x)| ≥ t1λ1

}
=: B.

This allows us to estimate via λ1 < λ2 
Br(x0)

Φµ

( |v|
λ2

)
dx =

1

L n(Br(x0))

ˆ
A

Φµ

( |v|
λ2

)
dx+

1

L n(Br(x0))

ˆ
B

Φµ

( |v|
λ2

)
dx

≤ 1

L n(Br(x0))

ˆ
A

Φµ(t2) dx+
1

L n(Br(x0))

ˆ
B

Φµ

( |v|
λ1

)
dx

(7.4)

≤ 1

2
+

1

L n(Br(x0))

ˆ
B

Φµ

( |v|
λ1

)
dx =: I.

On B, we have |v| ≥ t1λ1 and therefore, recalling our definition of t1, see (2.6), and that

Φ̃(z) := exp(|z|)− 1,

Φµ

( |v|
λ1

)
= Φµ

( |v|
(2−‖|v|2−µ‖exp L1(Br(x0)))

1
2−µ

)
= Φ̃

( |v|2−µ

2−‖|v|2−µ‖exp L1(Br(x0))

)
≤ 1

2
Φ̃
( |v|2−µ

−‖|v|2−µ‖exp L1(Br(x0))

)
,
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where the ultimate inequality follows from the convexity of Φ̃ and Φ̃(0) = 0. In particular, our

definition of t1 gives us

I ≤ 1

2
+

1

2L n(Br(x0))

ˆ
B

Φ̃
( |v|2−µ

(−‖|v|2−µ‖exp L1(Br(x0)))

)
dx ≤ 1

by the very definition of −‖|v|2−µ‖exp L1(Br(x0)). Hence, by the definition of the Luxemburg norm

and recalling that t2 = t2(t1, µ) > 0, we arrive at

−‖v‖LΦµ (Br(x0)) ≤ λ2 ≤ c(t1, µ)−‖|v|2−µ‖
1

2−µ
exp L1(Br(x0))

.

This establishes the lower bound in (2.7); the upper bound follows by analogous means. �

7.3. Proof of Lemma 2.13. The proof follows the lines of [FS98, Lemma 4.1], where the

claim is established in the case α = 1 and θ = 0. For the convenience of the reader and since we

require the enlarged range of α and θ, we briefly sketch the argument. We recall the following

decay estimate: For every Q ∈ [1,∞) there exists C = C(Q) <∞ such that

(7.7)

( 
Ar(x0)

∣∣h− (h)AR(x0)

∣∣Q dx

) 1
Q

≤ C
√

log2(2R/r)‖∇h‖L2(B2R(x0))

holds for every function h ∈W1,2(B2R(x0))) and all r ∈ (0, R). For the sake of completeness, we

provide the argument for (7.7) at the end of the proof. Set f(ρ) :=
´

Bρ(x0)
H2 dx. Combining

the triangle inequality in the form 
Aρ(x0)

|h|α|H|dx ≤ 2α−1

 
Aρ(x0)

∣∣h− (h)AR(x0)

∣∣α|H|dx+ 2α−1
∣∣(h)AR(x0)

∣∣α  
Aρ(x0)

|H|dx

with the assumption (2.15) and the decay estimate (7.7), we obtain for all 0 < ρ < R

f(ρ) ≤ c2α−1L

(ˆ
Aρ(x0)

|H|2 dx

)(( 
Aρ(x0)

∣∣h− (h)AR(x0)

∣∣2α dx

) 1
2

+
∣∣(h)AR(x0)

∣∣α)+ θ

≤ c2α−1L

(ˆ
Aρ(x0)

|H|2 dx

)(
C
√

log2(2R/ρ)
α
‖∇h‖αL2(B2R(x0)) +

∣∣(h)AR(x0)

∣∣α)+ θ(7.8)

≤ c1
√

log2(2R/ρ)
α
ˆ
Aρ(x0)

|H|2 dx+ θ,

where c1 = c1(α, ‖∇h‖L2(B2R(x0)) +R−1‖h‖L2(B2R(x0)), L). The above estimate, in combination

with routine hole-filling, implies with β := α/2 ∈ (0, 1) that

(7.9) f(ρ) ≤ c1 log2(2R/ρ)β

c1 log2(2R/ρ)β + 1
f(2ρ) +

θ

c1 log2(2R/ρ)β + 1
for all ρ ∈ (0, R].

It remains to show

f(r) ≤ c log2(2R/r)−pf(2R) + θ

for all p ∈ [1,∞), where the constant c > 0 is as in the claim of the lemma. For simplicity, we

suppose in what follows that M := log2(R/r) ∈ N, the general case can be deduced by a simple

post-processing argument. From (7.9), we deduce that

f(2jr) ≤ c1(M + 1− j)β

c1(M + 1− j)β + 1
f(2j+1r) +

θ

c1(M + 1− j)β + 1
for all j ∈ {0, . . . ,M − 1}.

Iterating this inequality gives us

f(r) ≤
(M−1∏

j=0

c1(M + 1− j)β

c1(M + 1− j)β + 1

)
f(2Mr) +

(M−1∑
j=0

∏j−1
i=0

c1(M+1−i)β
c1(M+1−i)β+1

c1(M + 1− j)β + 1

)
θ

=

( M∏
k=1

c1(k + 1)β

c1(k + 1)β + 1

)
f(2Mr) +

( M∑
k=1

∏M−k−1
i=0

c1(M+1−i)β
c1(M+1−i)β+1

c1(k + 1)β + 1

)
θ

=

( M∏
k=1

c1(k + 1)β

c1(k + 1)β + 1

)
f(2Mr) +

( M∑
k=1

∏M
`=k+1

c1(`+1)β

c1(`+1)β+1

c1(k + 1)β + 1

)
θ.

(7.10)
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Here, we employed the index shift k = M − j and ` = M − i in the ultimate two equations and

adopted the convention of the empty product to equal 1. Now, we estimate the two terms on

the above right-hand side separately. Setting

zk,M :=

M∏
`=k

c1(`+ 1)β

c1(`+ 1)β + 1
,

we observe that

zk+1,M − zk,M =
(

1− c1(k + 1)β

c1(k + 1)β + 1

)
zk+1,M =

zk+1,M

c1(k + 1)β + 1

and thus, by a telescope sum argument for the second term on the right-hand side of (7.10),

we find ( M∑
k=1

∏M
`=k+1

c1(`+1)β

c1(`+1)β+1

c1(k + 1)β + 1

)
θ =

M∑
k=1

zk+1,M

c1(k + 1)β + 1
θ =

M∑
k=1

(zk+1,M − zk,M )θ

=(zM+1,M − z1,M )θ ≤ θ

(7.11)

for every M , where we have used in the last inequality zM+1,M = 1 and z1,M ≥ 0. Next, we

estimate the first term on the right-hand side of (7.10). Using the inequality 1 − x ≤ e−x for

all x ∈ R, we find

M∏
k=1

c1(k + 1)β

c1(k + 1)β + 1
=

M∏
k=1

(
1− 1

c1(k + 1)β + 1

)
≤ e
−

∑M
k=1

1

c1(k+1)β+1 .

Taking into account

M∑
k=1

1

c1(k + 1)β + 1
≥ 1

c1 + 1

M+1∑
k=2

1

kβ
≥ 1

c1 + 1

ˆ M+2

2

x−β dx =
(M + 2)1−β − 21−β

(c1 + 1)(1− β)

and (7.11), we conclude by (7.10) that

f(r) ≤ e
− (M+2)1−β

(c1+1)(1−β) e
21−β

(c1+1)(1−β) f(2Mr) + θ.

Clearly, this estimate in combination with e−t ≤ c(p)t−p for all p > 0 and M = log2(R/r)

implies the claim.

Finally, we recall the argument for (7.7). For simplicity, we again assume R = 2Mr with

M ∈ N. Writing

(h)AR(x0) = (h)Ar(x0) +

M−1∑
j=0

[
(h)A2j+1r(x0) − (h)A2jr(x0)

]
as a telescope sum, we have( 

Ar(x0)

∣∣h− (h)AR(x0)

∣∣Q dx

) 1
Q

≤
( 
Ar(x0)

∣∣h− (h)Ar(x0)

∣∣Q dx

) 1
Q

+

M−1∑
j=0

∣∣(h)A2j+1r(x0) − (h)A2jr(x0)

∣∣.
We next note that each term in the previous sum can be estimated by a multiple of the mean

deviation of h on the set B2j+2r(x0) \ B2jr(x0). The Sobolev–Poincaré inequality in dimension

n = 2 then implies that for every Q ∈ [1,∞) there exists a constant c = c(Q) > 0 such that( 
Ar(x0)

∣∣h− (h)AR(x0)

∣∣Q dx

) 1
Q

≤ c
M−1∑
j=0

(ˆ
B2j+2r(x0)\B2jr(x0)

|∇h|2dx

) 1
2

≤ c
√
M

(
2

ˆ
B2M+1r(x0)

|∇h|2dx

) 1
2

,

where we have also used Ar(x0) ⊂ B4r(x0) \Br(x0) and the Cauchy–Schwarz inequality. Since

M = log2(R/r) by assumption, we have proved the estimate (7.7) in the particular case R =

2Mr, from which the general case can then be deduced by easy means. �
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Germany

Email address: lisa.beck@math.uni-augsburg.de

F. Gmeineder: Fachbereich Mathematik und Statistik, Universität Konstanz, Universitätsstraße
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