# QUASICONVEX FUNCTIONALS OF $(p, q)$-GROWTH AND THE PARTIAL REGULARITY OF RELAXED MINIMIZERS 
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Abstract. We establish $\mathrm{C}^{\infty}$-partial regularity results for relaxed minimizers of strongly quasiconvex functionals

$$
\mathscr{F}[u ; \Omega]:=\int_{\Omega} F(\nabla u) \mathrm{d} x, \quad u: \Omega \rightarrow \mathbb{R}^{N}
$$

subject to a $q$-growth condition $|F(z)| \leqslant c\left(1+|z|^{q}\right), z \in \mathbb{R}^{N \times n}$, and natural $p$-mean coercivity conditions on $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{N \times n}\right)$ for the basically optimal exponent range $1 \leqslant p \leqslant q<$ $\min \left\{\frac{n p}{n-1}, p+1\right\}$. With the $p$-mean coercivity condition being stated in terms of a strong quasiconvexity condition on $F$, our results include pointwise $(p, q)$-growth conditions as special cases. Moreover, we directly allow for signed integrands which is natural in view of coercivity considerations and hence the direct method, but is novel in the study of relaxed problems.

In the particular case of classical pointwise $(p, q)$-growth conditions, our results extend the previously known exponent range from Schmidt's foundational work [124] for non-negative integrands to the maximal range for which relaxations are meaningful, moreover allowing for $p=1$. As further key novelties, our results apply to the canonical class of signed integrands and do not rely in any way on measure representations à la FONSECA \& MALÝ [65].
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## 1. Introduction

1.1. Aim and scope. A key problem in the vectorial Calculus of Variations that has defined the development of the field in large parts, is the study of variational principles

$$
\begin{equation*}
\text { to minimize } \mathscr{F}[u ; \Omega]:=\int_{\Omega} F(\nabla u) \mathrm{d} x \tag{1.1}
\end{equation*}
$$

subject to certain constraints on the admissible competitors $u: \Omega \rightarrow \mathbb{R}^{N}$. Here, $\Omega \subset \mathbb{R}^{n}$ is an open and bounded set with Lipschitz boundary $\partial \Omega$, and $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ is a continuous

[^0]integrand. When we specify suitable Dirichlet classes as side constraints for (1.1), the existence of minima in spaces of weakly differentiable functions necessitates both growth bounds and suitable lower semicontinuity properties of $\mathscr{F}[-; \Omega]$, the latter being reflected by semiconvexity assumptions on $F$.

Routine assumptions in this direction are given by the $p$-growth integrands, $1 \leqslant p<\infty$, for which there exist $c_{1}, c_{2}, c_{3}>0$ such that

$$
\begin{equation*}
c_{1}|z|^{p}-c_{2} \leqslant F(z) \leqslant c_{3}\left(1+|z|^{p}\right) \quad \text { for all } z \in \mathbb{R}^{N \times n} . \tag{1.2}
\end{equation*}
$$

Such integrands comprise the classical Dirichlet integrand $z \mapsto \frac{1}{2}|z|^{2}$ for $p=2$ or the areaintegrand $z \mapsto \sqrt{1+|z|^{2}}$ for $p=1$ as known from the non-parametric minimal surface problem. The lower semicontinuity of $\mathscr{F}[-; \Omega]$ on spaces of weakly differentiable functions in turn is strongly intertwined with Morrey's quasiconvexity [111], a condition that reduces to convexity for $N=1$ or $n=1$, but is a strict generalisation of convexity for all other dimensional constellations. We recall that $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ is called quasiconvex at $z_{0} \in \mathbb{R}^{N \times n}$ provided

$$
\begin{equation*}
F\left(z_{0}\right) \leqslant f_{\mathrm{B}_{1}(0)} F\left(z_{0}+\nabla \varphi\right) \mathrm{d} x \quad \text { for all } \varphi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right) \tag{1.3}
\end{equation*}
$$

and simply quasiconvex provided it is quasiconvex at every $z_{0} \in \mathbb{R}^{N \times n}$. By its link to lower semicontinuity - see $[2,102,108,111]$ - and hence from the perspective of the direct method, it is thus particularly important to understand the regularity properties of minimizers for quasiconvex variational integrals.

Since the variational principles (1.1) are genuinely vectorial problems, even in presence of suitable ellipticity and smoothness assumptions on $F$, full $\mathrm{C}^{1, \alpha}$-Hölder regularity of minima à la De Giorgi, Nash and Moser [49, 112, 113] cannot be expected, see e.g. [50, 79, 86, 114, 115]. The suitable substitute here is ( $\mathrm{C}^{1, \alpha}$-) partial regularity, meaning that the minimizers are of class $\mathrm{C}_{\mathrm{loc}}^{1, \alpha}$ for any $0<\alpha<1$ on a relatively open set of full Lebesgue measure. Inspired by developments in geometric measure theory following the works of Almgren [8] and Allard [7], the systematic study of partial regularity for quasiconvex problems was initiated in the 1980s by the seminal works of Evans [61], Fusco \& Hutchinson [72], Acerbi \& Fusco [3] and Giaquinta \& Modica [76]. Since then, partial regularity for quasiconvex variational problems has witnessed a vast number of contributions, see [36, 37, 51, 52, 53, 54, 81, 82, 97, 98] for a non-exhaustive list and Mingione [109, 110], Giusti [78] for surveys.

If the growth assumption (1.2) is assumed, then the functional $\mathscr{F}[-; \Omega]$ is both well-defined and coercive on Dirichlet subclasses of $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. This, in turn, is not the case for $(p, q)$ growth functionals, $1 \leqslant p<q<\infty$, where (1.2) is typically replaced by

$$
\begin{equation*}
c_{1}|z|^{p}-c_{2} \leqslant F(z) \leqslant c_{3}\left(1+|z|^{q}\right) \quad \text { for all } z \in \mathbb{R}^{N \times n} . \tag{1.4}
\end{equation*}
$$

Following the foundational work of MARCELLINi [103, 104, 105], the study of variational integrals obeying $(p, q)$-growth conditions has faced a vast number of contributions with considerable recent interest; see $[22,23,24,27,28,29,30,38,47,48,58,60,59,65,66,67,93,94,95$, $109,117,121,122,124]$ for an incomplete list that only scratches the wealth of results available so far.

When assuming (1.4) in the context of Dirichlet variational principles (1.1), the natural domain of definition $\mathrm{W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right):=v+\mathrm{W}_{0}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ for $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ is strictly smaller than the space $\mathrm{W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ in which minimising sequences are bounded and thus (weak) compactness can be achieved. In the following, we shall then informally refer to $\mathrm{W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ as a compactness space for $\mathscr{F}[-; \Omega]$. Adopting this terminology, (1.4) expresses that the natural domain of definition differs from the compactness space $\mathrm{W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ for $\mathscr{F}[-; \Omega]$. This circumstance is typical for variational problems arising in elastic cavitation theories (cf. BALL [13]), and requires $\mathscr{F}$ to be suitably extended or relaxed. Deferring the precise set-up to Section 1.2 below, it is clear that for such relaxations to be meaningful, some dimensional balance between $p$ and $q$ is required. In the wake of the foundational work of MARCELLINI et al. [67, 103] and,
in particular, Fonseca \& MALÝ et al. [30, 65, 66] (also see [1, 40, 60, 100, 101]), the natural threshold condition in this context is given by

$$
\begin{equation*}
1 \leqslant p \leqslant q<q_{p}:=\frac{n p}{n-1} \tag{1.5}
\end{equation*}
$$

Due to MALÝ [100], who established the potential triviality of the natural relaxations for $q>$ $q_{p}$, or Acerbi \& Dal Maso [1], who demonstrated the failure of subadditivity for $q=q_{p}$, condition (1.5) is the canonical exponent range for which both the existence and regularity of minima should be addressed. First conditions that link $p$ and $q$ to the regularity of minima have been identified in the convex context by Marcellini [104, 105], and since then have been expanded in various directions; see e.g. [4, 31, 29, 38, 39, 47, 48, 58, 73, 74, 92, 124, 122, 126].

Most of these regularity results are confined to the convex situation and do not apply to genuinely quasiconvex functionals ${ }^{1}$. At present, there are only very few contributions that actually deal with the partial regularity of minimizers for the relaxations of quasiconvex variational principles (1.1) subject to the $(p, q)$-growth condition (1.4). Most notably, by the pioneering work of Schmidt [120, 121, 124] and especially his seminal paper [124], partial regularity of such relaxed minimizers is known to hold in the exponent range

$$
\begin{equation*}
1<p \leqslant q<p+\frac{\min \{2, p\}}{2 n} \tag{1.6}
\end{equation*}
$$

Based on an intricate combination of measure representations and the construction of low layer energy competitors à la FONSECA \& MALÝ [65], this result still displays the landmark for partial regularity in the setting described above.

While the exponent range (1.6) was slightly amplified in the subquadratic case $p \leqslant 2$ by SCHEMM \& SCHMIDT [120] to $1<p \leqslant q<\frac{2 n-1}{2 n-2} p$, there is still a crucial exponent gap in view of the canonical range (1.5); recall that, subject to (1.4), (1.5) is precisely the range for which $\mathscr{F}$ can be meaningfully relaxed to $\mathrm{W}^{1, p}$.

As is by now well-known, a wealth of quasiconvex integrands can very well be unbounded below yet leading to coercive variational integrals. More precisely, since $F$ is not assumed convex but only quasiconvex, the pointwise condition (1.4) implies, but is far from being necessary for the coercivity of $\mathscr{F}[-; \Omega]$ on Dirichlet subclasses of $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. For such genuinely signed integrands, while being generic in the quasiconvex situation, no partial regularity results are known at all. On an even more fundamental level, there is no systematic theory for relaxations in the quasiconvex, signed context as for integrands satisfying the pointwise bounds (1.4). Most crucially, this is so because the signed case comes with substantially weaker lower semicontinuity results than those which are available in the unsigned context.

By the interplay of compactness and regularity it is clear that the borderline case $p=1$, still being included in the natural range (1.5), comes with a variety of other obstructions that are invisible in the superlinear growth scenario. In fact, even for $p=q=1$, potential concentration effects here already require a suitable relaxation to $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$, the space of functions of bounded variation (see Section 3.2 for more detail). In this situation, the partial regularity of minimizers has been established only recently by the authors in [82]. Since in the growth regime (1.4) for $p=1$ concentration effects are anticipated to enter in an even more delicate manner, the underlying proofs must be sufficiently robust to work in this borderline case as well.

Striving for the essential hypotheses on $F$ that let the direct method apply to variational principles (1.1) and let one prove the partial regularity of minimizers, it is thus natural to include quasiconvex integrands $F$ that are potentially unbounded from below, yet yielding the requisite coerciveness of $\mathscr{F}[-; \Omega]$. As established by CHEN and the second author [41] (also see the discussion in Section 6 below), this requirement is equivalent to the $p$-strong quasiconvexity of $F$ at some $z_{0} \in \mathbb{R}^{N \times n}$, meaning that there exists $\ell>0$ such that
(1.7) $\quad z \mapsto F(z)-\ell V_{p}(z):=F(z)-\ell\left(\left(1+|z|^{2}\right)^{\frac{p}{2}}-1\right)$ is quasiconvex at $z_{0}$.

[^1]This assumption is automatically implied by quasiconvex integrands obeying (1.4) but not vice versa. As such, the natural generalisation for the pointwise $(p, q)$-growth condition (1.4) is

$$
\left\{\begin{array}{l}
\text { (a) a pointwise } q \text {-growth condition }|F(\cdot)| \leqslant L\left(1+|\cdot|^{q}\right) \text { and } \\
\text { (b) a } p \text {-strong quasiconvexity condition on } F \text {. }
\end{array}\right.
$$

Following the foundational works of Evans [61] or Acerbi \& FUSCo [3], signed integrands that verify a slight strengthening of (1.7) - also see hypotheses $(\mathrm{H} 2)$ and $(\mathrm{H} 2)_{p}$ below - display the natural framework within which the key partial regularity results in the standard growth case are stated. In view of this discussion, the aim of the present paper thus is
(i) to extend the exponent range for partial regularity of relaxed minimizers to the natural growth range given by (1.5),
(ii) especially including the slightly more involved borderline case $p=1$, where compactness can only be achieved in spaces of functions of bounded variation, and to
(iii) simultaneously allow for the natural class of quasiconvex, signed integrands.

This necessitates a functional set-up which is slightly different from that considered in [30, 65, $66,67,103,121,124]$. Before we embark on the description of our main results, we thus pause and explain the definition of the underlying relaxed functionals first.
1.2. Relaxed functionals and notions of minimality. In view of the direct method of the Calculus of Variations, we aim to extend (or relax) $\mathscr{F}[-; \Omega]$ by lower semicontinuity. Here, lower semicontinuity must keep track of the convergence that yields compactness. Specifically, if $\sup _{j \in \mathbb{N}} \mathscr{F}\left[u_{j} ; \Omega\right]<\infty$ implies $\sup _{j \in \mathbb{N}}\left\|u_{j}\right\|_{\mathrm{W}^{1, p}(\Omega)}<\infty$ for a given sequence $\left(u_{j}\right) \subset$ $\mathrm{W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, the Banach-Alaoglu theorem yields weak compactness of $\left(u_{j}\right)$ in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ provided $1<p<\infty$. For instance, this is the case if (1.4) is in action and $\left(u_{j}\right) \subset \mathrm{W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\sup _{j \in \mathbb{N}} \mathscr{F}\left[u_{j} ; \Omega\right]<\infty$. If, however, $p=1$, potential concentration effects only allow to conclude weak*-compactness in the space $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ of functions of bounded variation.

Consequently, depending on whether $1<p<\infty$ or $p=1$, the corresponding relaxations must be taken for weak convergence in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ or weak*-convergence in $\mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$. As discussed above, it is natural to include quasiconvex integrands that are not necessarily bounded below. In this situation, it is well-known that functionals of the form (1.1) need not even prove sequentially weak $(*)$-lower semicontinuous on $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ if $F$ satisfies the standard growth bound $|F(z)| \leqslant L\left(1+|z|^{p}\right)$; also see Lemma 5.1ff.. This obstruction, however, vanishes if one considers weak $(*)$-convergence in fixed Dirichlet classes and hereafter weak $(*)$-convergence of sequences with fixed boundary values. In consequence, to achieve that the relaxed functionals extend the original functionals indeed, we are bound to incorporate Dirichlet classes into the corresponding relaxations.

To motivate our definition of relaxed functionals, note that if $1<p \leqslant q<\infty, v \in$ $\mathrm{W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right), u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ and $\left(u_{j}\right) \subset \mathrm{W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ are such that $u_{j} \rightharpoonup u$ weakly in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, then necessarily $u \in \mathrm{~W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. This is so because the boundary trace operator $\operatorname{tr}_{\partial \Omega}$ is continuous for weak convergence in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. On the contrary, continuity of the boundary trace operator on $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ does not persist when $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ is endowed with weak*-convergence. As such, weak*-limits of sequences $\left(u_{j}\right) \subset \mathrm{W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ might have a boundary trace different from that of $v$. Still, in order to grasp the boundary behaviour of such weak*-limits and as is customary in the context of linear growth functionals (cf. GIAQUINTA, MODICA \& SOUČEK [77]), some control of the traces of weak*-limits can be obtained by employing solid boundary values. Based on this discussion, we will henceforth focus on the slightly more involved case $p=1$ and alongside discuss the superlinear growth scenario of $1<p<\infty$, for which several of the above issues do not arise at all.

Let $\Omega \Subset \Omega^{\prime} \subset \mathbb{R}^{n}$ be two open and bounded sets with Lipschitz boundaries. Given a map $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$, we define the associated solid boundary value class via

$$
\begin{equation*}
\mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right):=\left\{v \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right): v=u_{0} \text { in } \Omega^{\prime} \backslash \bar{\Omega}\right\} . \tag{1.8}
\end{equation*}
$$

We then define for $\mathbf{u} \in \mathrm{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ the weak*-relaxed functional or LEBESGUE-SERRINMARCELLINI extension for solid boundary values $u_{0}$ by

$$
\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]:=\inf \left\{\begin{array}{ll}
\liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x: & \begin{array}{c}
\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right), \\
u_{j}
\end{array} \stackrel{*}{\rightharpoonup} \mathbf{u} \text { in } \operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right) \tag{1.9}
\end{array}\right\},
$$

where we here and in the sequel adopt the convention $\inf \emptyset=\infty$. Any sequence $\left(u_{j}\right) \subset$ $\mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ with $u_{j} \stackrel{*}{\rightharpoonup} \mathbf{u}$ and $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]=\lim _{j \rightarrow \infty} \mathscr{F}\left[u_{j} ; \Omega^{\prime}\right]$ then is referred to as a generating or recovery sequence for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$.

To obtain a functional solely defined on maps $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ and thereby remove the artificial dependence on the larger domain $\Omega^{\prime}$, we put for $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]:=\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right] \tag{1.10}
\end{equation*}
$$

where $u_{0} \in \mathrm{~W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ is an extension of $v$ to $\Omega^{\prime}$ and $\mathbf{u}$ is the extension of $u$ to $\Omega^{\prime}$ by $u_{0}$. By a routine gluing principle in BV , one then has $\mathbf{u} \in \mathrm{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ indeed and competitors as required for (1.9) exist, cf. Lemma 3.2. As shall be established in Section 6, this definition does not depend on the specific extension $u_{0}$ and can be canonically generalised to maps $v \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ that attain boundary traces in $\mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ (with the convention of $\mathrm{W}^{0,1}:=\mathrm{L}^{1}$ ); see Lemma 6.5 and Corollary 6.6. Specifically, $\overline{\mathscr{F}}^{*}{ }^{*}[u ; \Omega]$ is well-defined and lower semicontinuous for weak*-convergence in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$.

It is then customary to equally define for $1<p \leqslant q<\infty$ and maps $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right), u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \Omega}\left(u_{0}\right)=\operatorname{tr}_{\partial \Omega}(v) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$

$$
\begin{align*}
\overline{\mathscr{F}}_{u_{0}}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right] & :=\inf \left\{\liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x: \quad \begin{array}{c}
\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right), \\
u_{j} \rightharpoonup \mathbf{u} \text { in } \mathrm{W}^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)
\end{array}\right\},  \tag{1.11}\\
\overline{\mathscr{F}}_{v}[u ; \Omega] & :=\overline{\mathscr{F}}_{u_{0}}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right],
\end{align*}
$$

where again $\mathbf{u}$ is the extension of $u$ to $\Omega^{\prime}$ by $u_{0}$. Note that, different from (1.10), the continuity of the trace operator for weak convergence in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ and our convention inf $\emptyset=\infty \mathrm{im}$ mediately yield $\overline{\mathscr{F}}_{v}[u ; \Omega]=\infty$ provided $\mathscr{H}^{n-1}\left(\left\{x \in \partial \Omega: \operatorname{tr}_{\partial \Omega}(u)(x) \neq \operatorname{tr}_{\partial \Omega}(v)(x)\right\}\right)>0$. Similarly as above, definition (1.11) then can be extended to $v \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ with $\operatorname{tr}_{\partial \Omega}(v) \in$ $\mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$.

As key features of the relaxed functionals from above, we point out that in presence of quasiconvexity of $F$ and the bound $|F(\cdot)| \leqslant c\left(1+|\cdot|^{q}\right)$, in the growth regime (1.5) both coincide with $\mathscr{F}[-; \Omega]$ when restricted to Dirichlet classes $\mathrm{W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ for maps $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, cf. Lemma 6.7. Therefore, they may be regarded as extensions of $\mathscr{F}[-; \Omega]$ by lower semicontinuity indeed.

We may now proceed to the notion of minimality that will underlie our main results, Theorems 2.1 and 2.2 below:

Definition 1.1 (Minimality). Let $\Omega \subset \mathbb{R}^{n}$ be an open and bounded domain with Lipschitz boundary $\partial \Omega$.
(a) Given $1=p \leqslant q<\infty$ and $v \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$, we say that $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ is a BV -minimizer of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ (subject to the Dirichlet constraint $v$ ) if and only if $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$ and

$$
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \leqslant \overline{\mathscr{F}}_{v}^{*}[w ; \Omega] \quad \text { for all } w \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)
$$

If the previous inequality holds for all $w \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $u-w$ is compactly supported in $\Omega$, then we call u a BV-minimizer of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ for compactly supported variations.
(b) Given $1<p \leqslant q<\infty$ and $v \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$, we say that $u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for $\overline{\mathscr{F}}_{v}[-; \Omega]$ (subject to the Dirichlet constraint $v$ ) if and only if $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$ and

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}[u ; \Omega] \leqslant \overline{\mathscr{F}}_{v}[w ; \Omega] \quad \text { for all } w \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right) \tag{1.13}
\end{equation*}
$$

If the previous inequality holds for all $w \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $u-w$ is compactly supported in $\Omega$, then we call $u$ a minimizer of $\overline{\mathscr{F}}_{v}[-; \Omega]$ for compactly supported variations.

Subject to natural growth, semiconvexity and coercivity conditions, the existence of (BV)minimizers will be established in Section 6. We wish to emphasize that, in the setting of Definition 1.1 (b), inequality (1.13) could equivalently be replaced by requiring $\overline{\mathscr{F}}_{v}[u ; \Omega] \leqslant$ $\overline{\mathscr{F}}_{v}[w ; \Omega]$ to hold for all $w \in \mathrm{~W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ because of $\overline{\mathscr{F}}_{v}[w ; \Omega]=\infty$ if $\mathscr{H}^{n-1}(\{x \in$ $\left.\left.\partial \Omega: \operatorname{tr}_{\partial \Omega}(w)(x) \neq \operatorname{tr}_{\partial \Omega}(v)(x)\right\}\right)>0$.

If $p=q=1$, the compactness space of functionals (1.1) is $\mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ and hence already a proper superspace of the natural domain of definition $\mathrm{W}^{1,1}\left(\Omega ; \mathbb{R}^{N}\right)$. This is why this case already requires a proper relaxation for weak*-convergence. Assuming quasiconvexity of $F$, we then are in the classical setting of Ambrosio \& Dal Maso [9] (also see FonSECA \& MÜLLER [68, 69]) for non-negative or RINDLER and the second named author [96] for signed linear growth integrands. This provides us with an integral representation for $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$, whereby the BV-minimality of $u \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ for $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ then amounts to minimality of $u$ for the integral functional

$$
\begin{align*}
\overline{\mathscr{F}}_{v}^{*}[w ; \Omega]=\int_{\Omega} F(\nabla w) \mathrm{d} x & +\int_{\Omega} F^{\infty}\left(\frac{\mathrm{d} D^{s} w}{\mathrm{~d}\left|D^{s} w\right|}\right) \mathrm{d}\left|D^{s} w\right|  \tag{1.14}\\
& +\int_{\partial \Omega} F^{\infty}\left(\operatorname{tr}_{\partial \Omega}(w-v) \otimes \nu_{\partial \Omega}\right) \mathrm{d} \mathscr{H}^{n-1}
\end{align*}
$$

over all $w \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$. Here, $F^{\infty}(z)=\lim _{t \searrow 0} t F\left(\frac{z}{t}\right)$ is the recession function associated with $F$ and $D w=\nabla w \mathscr{L}^{n}\left\llcorner\Omega+\frac{\mathrm{d} D^{s} w}{\mathrm{~d} \mid D^{s} w}\left|D^{s} w\right|\right.$ is the Lebesgue-Radon-Nikodým decomposition of $D w$; see Section 3.2 for more detail. In this sense, the boundary integral in (1.14) penalises the deviation of $\operatorname{tr}_{\partial \Omega}(w)$ from the prescribed Dirichlet data. Albeit for $1=p<q<\infty$ the functional $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ cannot be represented as a variational integral as in (1.14) (also see Section 2.1), a similar penalisation effect is inherent in Definition 1.1 (a).

Let us note that almost by definition, the functionals $\overline{\mathscr{F}}^{*}$ or $\overline{\mathscr{F}}$ do not feature so-called Lavrentiev gaps in the following sense (also see Buttazzo \& Mizel [34] for a discussion of this matter and Esposito, Leonetti \& Mingione [59] in view of its impact on regularity): If, e.g. $1<p \leqslant q<\frac{n p}{n-1}$ and $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, then we have

$$
\begin{align*}
\min _{u \in \mathrm{~W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)} \overline{\mathscr{F}}_{v}[u ; \Omega] \leqslant & \inf _{u \in \mathrm{~W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)} \overline{\mathscr{F}}_{v}[u ; \Omega]  \tag{1.15}\\
& \stackrel{\text { Lem. } 6.7}{=} \inf _{u \in \mathrm{~W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)} \mathscr{F}[u ; \Omega] \leqslant \min _{u \in \mathrm{~W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)} \overline{\mathscr{F}}_{v}[u ; \Omega],
\end{align*}
$$

where the ultimate inequality directly follows from the definition of $\overline{\mathscr{F}}_{v}[u ; \Omega]$.
Yet, the previous definition does not allow to conclude that a (BV-)minimizer is local (BV)minimizer in the obvious sense; indeed, even in the unsigned case, the relaxed functionals only prove additive on certain subsets of $\Omega$ (see Section 2.1). Similarly as in [124], we shall therefore work with the following definition of local minimality:

Definition 1.2 (Local minimality for compactly supported variations). Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded.
(a) Given $1=p \leqslant q<\infty$, we say that $u \in \operatorname{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local BV-minimizer of $\overline{\mathscr{F}}^{*}$ for compactly supported variations provided every $x_{0} \in \Omega$ has a neighbourhood $\omega \Subset \Omega$ with Lipschitz boundary $\partial \omega$ such that $\left.u\right|_{\omega}$ is a $B V$-minimizer of $\mathscr{\mathscr { F }}_{u}^{*}[-; \omega]$ for compactly supported variations.
(b) Given $1<p \leqslant q<\infty$, we say that $u \in \mathrm{~W}_{\text {loc }}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local minimizer of $\overline{\mathscr{F}}$ for compactly supported variations provided every $x_{0} \in \Omega$ has a neighbourhood $\omega \Subset \Omega$ with Lipschitz boundary $\partial \omega$ such that $\left.u\right|_{\omega}$ is a minimizer of $\overline{\mathscr{F}}_{u}[-; \omega]$ for compactly supported variations.

By the definition of $\overline{\mathscr{F}}_{u}^{*}[-; \omega]$ and $\overline{\mathscr{F}}_{u}[-; \omega]$, cf. (1.9) and (1.11), the inequality underlying the local (BV-)minimality for compactly supported variations has the following implication: If, for some suitable open $\omega \ni x_{0}$ with Lipschitz boundary $\partial \omega, u$ is a (BV-)minimizer of $\overline{\mathscr{F}}_{u}^{*}[-; \omega]$ or $\overline{\mathscr{F}}_{u}[-; \omega]$ for compactly supported variations, we necessarily have $\operatorname{tr}_{\partial \omega}(u) \in$ $\mathrm{W}^{1-1 / q, q}\left(\partial \omega ; \mathbb{R}^{N}\right)$ by the very definition of $\overline{\mathscr{F}}_{u}^{*}[u ; \omega]$ or $\overline{\mathscr{F}}_{u}[u ; \omega]$. By a standard Fubini-type theorem for BV- or Sobolev spaces (see e.g. [82, Lem. 2.3]), for each $x_{0} \in \Omega$ we always find $r>0$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \in \mathrm{BV}\left(\partial \mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ if $u \in \mathrm{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$ or $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \in$ $\mathrm{W}^{1, p}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ if $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. Here, the weak differentiability is understood with respect to the distributional tangential derivatives, and $\mathscr{L}^{1}$-a.e. $0<r<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$ will do. Since e.g. the embedding $\mathrm{W}^{1, p}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right) \hookrightarrow \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ holds if and only if $q \leqslant \frac{n p}{n-1}$, the local minimality condition in both cases (a) and (b) is genuinely non-vacuous for the exponent range $1 \leqslant p \leqslant q \leqslant \frac{n p}{n-1}$. In particular, the latter is satisfied by (1.5).

## 2. Main results

We now proceed to display the main results of the present paper. To avoid overburdening technicalities and to emphasize that our focus is on the quasiconvexity rather than the minimal smoothness of the integrands, we assume $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{N \times n}\right)$ in the sequel. Moreover, we define for $1 \leqslant p<\infty$ the auxiliary integrand $V_{p}: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ via $V_{p}(z):=\left(1+|z|^{2}\right)^{\frac{p}{2}}-1$ and set $V:=V_{1}$.

Given $1 \leqslant q<\infty$, we suppose that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies the following hypotheses:
(H1) There exists $L>0$ such that $|F(z)| \leqslant L\left(1+|z|^{q}\right)$ holds for all $z \in \mathbb{R}^{N \times n}$.
(H2) For any $m>0$ there exists $\ell_{m}>0$ such that, for all $z_{0} \in \mathbb{R}^{N \times n}$ with $\left|z_{0}\right| \leqslant m$, $F-\ell_{m} V$ is quasiconvex at $z_{0}$.
(H3) $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{N \times n}\right)$.
As alluded to above, hypothesis (H2) is related to the coercivity of the functional $\mathscr{F}[-; \Omega]$, yet is substantially weaker than the pointwise bound (1.4); see the discussion in Section 6.1. Our first main result, being concerned with the case $p=1$, establishes the partial $\mathrm{C}^{\infty}$-regularity of local BV-minimizers for compactly supported variations:

Theorem 2.1 ( $\varepsilon$-regularity, $p=1$ ). Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded, and suppose that the variational integrand $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies (H1)-(H3) with $1 \leqslant q<\frac{n}{n-1}$. Then for any local BV-minimizer $u$ of $\overline{\mathscr{F}}^{*}$ for compactly supported variations the following holds: Given $M>0$ and $x_{0} \in \Omega$, there exist $\varepsilon_{M}=\varepsilon_{M}\left(n, N, \ell_{M}, L, M\right)>0$ and $R_{0}=R_{0}\left(n, N, F, M, x_{0}, u\right) \in$ $\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)$ such that if $0<R<R_{0}$ satisfies

$$
\begin{equation*}
\left|\frac{D u\left(\mathrm{~B}_{R}\left(x_{0}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{R}\left(x_{0}\right)\right)}\right|<M \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|\nabla u-(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right| \mathrm{d} x+\frac{\left|D u^{s}\right|\left(\mathrm{B}_{R}\left(x_{0}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{R}\left(x_{0}\right)\right)}<\varepsilon_{M} \tag{2.2}
\end{equation*}
$$

then $u$ is of class $\mathrm{C}^{\infty}\left(\mathrm{B}_{R / 2}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$. In particular, if we let

$$
\operatorname{Reg}(u):=\left\{x_{0} \in \Omega: u \text { is of class } \mathrm{C}^{\infty} \text { in an open neighbourhood of } x_{0}\right\}
$$

then we have with $\Sigma_{u}:=\Omega \backslash \operatorname{Reg}(u)$

$$
\begin{align*}
\Sigma_{u}= & \Sigma_{u}^{1} \cup \Sigma_{u}^{2} \\
: & =\left\{x_{0} \in \Omega: \liminf _{r \backslash 0}\left(f_{\mathrm{B}_{r}\left(x_{0}\right)}\left|\nabla u-(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right| \mathrm{d} x+\frac{\left|D^{s} u\right|\left(\mathrm{B}_{r}\left(x_{0}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}\right)>0\right\}  \tag{2.3}\\
& \cup\left\{x_{0} \in \Omega: \limsup _{r \searrow 0}\left|\frac{D u\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}\right|=\infty\right\},
\end{align*}
$$

whereby $\operatorname{Reg}(u)$ is relatively open in $\Omega, \mathscr{L}^{n}\left(\Sigma_{u}\right)=0$ and thus $u$ is $\mathrm{C}^{\infty}$-partially regular.

Theorem 2.1 and Theorem 2.2 below display the core results of the announcement [84]. Deferring the specific conceptual and technical issues to Section 2.2 below, we first comment on the general matters underlying the previous result. As is common in partial regularity proofs, Theorem 2.1 follows from an excess decay estimate in the neighbourhoods of points $x_{0} \in \operatorname{Reg}(u)$. The latter, in turn, is a consequence of the Caccioppoli inequality of the second kind and an improved distance estimate of the relaxed minimizer $u$ to suitable $\mathbb{A}$-harmonic approximations. Since we are dealing with relaxed minimizers, the localisation scheme of Evans [61] to arrive at the Caccioppoli inequality of the second kind requires the construction of suitable competitor maps. In order to get access to the requisite estimates, we are only allowed to use the 1 -strong quasiconvexity embodied by (H2). By virtue of the growth bound (H1), this entails the $\mathrm{W}^{1, q_{-}}$ quasiconvexity of $G_{m}:=F-\ell_{m} V$ at every $z_{0}$ with $\left|z_{0}\right| \leqslant m$, meaning that

$$
\begin{equation*}
G_{m}\left(z_{0}\right) \leqslant f_{\mathrm{B}_{1}(0)} G_{m}\left(z_{0}+\nabla \varphi\right) \mathrm{d} x \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, q}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right) \tag{2.4}
\end{equation*}
$$

In general, however, (2.4) does not persist for competitor maps $\varphi \in \mathrm{W}_{0}^{1,1}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$. Thus, a particularly careful construction of $\mathrm{W}^{1, q}$ - or low energy competitors is required, giving us access to (2.4) while still maintaining the optimal exponent range $1 \leqslant q<\frac{n}{n-1}$, see (1.5) for $p=1$. Further elaborating on this matter in Section 2.2 below, the construction of $\mathbb{A}$-harmonic comparison maps is the second issue that is intricate in the $p=1$-growth regime. This is so because the interior trace space of BV is $\mathrm{L}^{1}$ along arbitrary spheres and second order boundary value problems with $L^{1}$-boundary data are in general ill-posed. Similar issues in the usual quasiconvex, linear growth context have been addressed by the authors [81, 82], but here we need to establish that the available distance estimates fit into the general line of argument; see Section 10 for the details. Even though we are exclusively interested in the partial regularity for smooth integrands, we wish to point out that our approach can be employed to yield $\mathrm{C}_{\mathrm{loc}}^{1, \alpha}$ partial regularity of relaxed minimizers provided $F$ is only assumed to be of class $\mathrm{C}^{2}$ together with (H1) and (H2); also compare with [17] and [99] in the context of functionals (1.14).

We now turn to the case $p>1$ and thus to the functionals $\overline{\mathscr{F}}$, where the natural threshold condition on $q$ is given by (1.5). Alongside (H1) and (H3), we now consider the following substitute of (H2):
$(\mathrm{H} 2)_{p}$ For any $m>0$ there exists $\ell_{m}>0$ such that for all $z_{0} \in \mathbb{R}^{N \times n}$ with $\left|z_{0}\right| \leqslant m$, $F-\ell_{m} V_{p}$ is quasiconvex at $z_{0}$.
The corresponding analogue of Theorem 2.2 then is as follows:
Theorem 2.2 ( $\varepsilon$-regularity, $p>1$ ). Let $1<p \leqslant q<\min \left\{\frac{n p}{n-1}, p+1\right\}$. Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded, and suppose that the variational integrand $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies $(\mathrm{H} 1),(\mathrm{H} 2)_{p}$ and (H3). Then for any local minimizer $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ of $\overline{\mathscr{F}}$ for compactly supported variations the following holds: Given $M>0$ and $x_{0} \in \Omega$, there exist $\varepsilon_{M}=\varepsilon_{M}\left(p, q, n, N, \ell_{M}, L, M\right)>0$ and $R_{0}=R_{0}\left(n, N, F, M, x_{0}, u\right) \in\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right.$ such that if $0<R<R_{0}$ satisfies

$$
\begin{equation*}
\left|f_{\mathrm{B}_{R}\left(x_{0}\right)} \nabla u \mathrm{~d} y\right|<M \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|\nabla u-(\nabla u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right|^{p} \mathrm{~d} x<\varepsilon_{M} \tag{2.6}
\end{equation*}
$$

then $u$ is of class $\mathrm{C}^{\infty}\left(\mathrm{B}_{R / 2}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$. Especially, $u$ is $\mathrm{C}^{\infty}$-partially regular.
In establishing the previous theorem, the difficulties are similar to those encountered for Theorem 2.2. This particularly concerns the Caccioppoli inequality of the second kind and the validity of the Euler-Lagrange system, from where Theorem 2.2 directly follows from the by now classical $\mathbb{A}$-harmonic approximation technique, cf. DUZAAR et al. [52, 53, 54] and its implementation in the $(p, q)$-growth context by Schmidt [121, 122]; also see Remark 10.4.

The growth assumptions displayed in Theorem 2.1 and 2.2 are close to optimal. On the one hand, the bound $q<\frac{n p}{n-1}$ is natural in view of (1.5) and the discussion afterwards. On the other hand, the requirement $q \leqslant p+1$ as visible in Theorem 2.2 (which is automatically satisfied in the context of Theorem 2.1) comes up naturally by validity of the Euler-Lagrange system: Indeed, if $\nabla u \in \mathrm{~L}^{p}\left(\Omega ; \mathbb{R}^{N \times n}\right)$ and $F$ is quasiconvex with (H1), then $\left|F^{\prime}(z)\right| \leqslant c\left(1+|z|^{q-1}\right)$ and so $F^{\prime}(\nabla u) \in \mathrm{L}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$ can be only asserted provided $q-1 \leqslant p$. For the exponent range of Theorem 2.2, this is automatically satisfied in the regime $1 \leqslant p<n-1$, and then the exponent range of Theorem 2.2 precisely reduces to (1.5). Instead, if $p>n-1$ and so $p+1<\frac{n p}{n-1}$, it is clear from the proof that we can allow for the range $n-1<p \leqslant q \leqslant p+1$.

Let us note that, in the case of strongly convex functionals, the exponent condition $p \leqslant q<$ $\min \left\{\frac{n p}{n-1}, p+1\right\}$ for partial regularity appears in PaSSarelli di NAPoli \& Siepe [117] for $p \geq 2$ first, and was improved by BILDHAUER \& FUCHS [24] to the range $q<\frac{n+2}{n} p$ by employing the higher gradient integrability of minimizers; also see [31, 39, 58, 92]. Such higher integrability results are particularly delicate if $p=1$, where even in the standard growth case a typical $(p, q)$-behaviour is encountered on the level of second derivatives; see BILDHAUER [25, $26,27]$, BECK et al. [18, 19, 20, 21] and the authors [80, 83] for results in this direction. Clearly, convex techniques are ruled out in the context of Theorems 2.1 and 2.2. In order to display the chief difficulties and main points of the present paper in the quasiconvex case, we thus briefly pause and compare our relaxed functionals with previously studied relaxations first.
2.1. Comparison with other relaxations and main points. The reader will notice that the functionals $\overline{\mathscr{F}}$ and $\overline{\mathscr{F}}^{*}$ as introduced in Section 1.2 slightly differ from those considered in previous contributions [65, 121, 124]. More precisely, if $1<p<\infty$, FONSECA \& MALÝ [65] or Schmidt [124] consider the locally relaxed functionals

$$
\mathscr{F}_{\operatorname{loc}}[u ; \omega]:=\inf \left\{\liminf _{j \rightarrow \infty} \int_{\omega} F\left(\nabla u_{j}\right) \mathrm{d} x: \begin{array}{c}
\left(u_{j}\right) \subset\left(\mathrm{W}_{\mathrm{loc}}^{1, q} \cap \mathrm{~W}^{1, p}\right)\left(\omega ; \mathbb{R}^{N}\right),  \tag{2.7}\\
u_{j} \rightharpoonup u \text { in } \mathrm{W}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)
\end{array}\right\}
$$

where $\omega \Subset \Omega$ and the quasiconvex integrand $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfies (1.4) with (1.5). As established in [65], this implies that $\mathscr{F}_{\text {loc }}[u ;-]$ has a measure representation: If $u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is such that $\mathscr{F}_{\text {loc }}[u ; \Omega]<\infty$, then there exists a uniquely determined finite (outer) Radon measure $\mu_{u}$ on $\Omega$ such that

$$
\begin{equation*}
\mathscr{F}_{\text {loc }}[u ; \omega]=\mu_{u}(\omega) \quad \text { for all open subsets } \omega \subset \Omega \tag{2.8}
\end{equation*}
$$

If $p=1$, where one makes the modification $u_{j} \stackrel{*}{\rightharpoonup} u$ in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ to arrive at the functionals $\mathscr{F}_{\text {loc }}^{*}[-; \omega]$, results in this direction are due to SONEJI [127, 128]. In either case, introducing the notions of weak or local minimality for $\mathscr{F}_{\text {loc }}$ as in [124, Defs. 6.1, 6.2], the measure representation (2.8) immediately yields that any minimizer is a local minimizer. Moreover, the identification of $\frac{\mathrm{d} \mu_{u}}{\mathrm{~d} \mathscr{L}^{n}}$ (i.e., the density of the absolutely continuous part of $\mu_{u}$ for $\mathscr{L}^{n}$ ), as $F(\nabla u)$ (cf. [30, 65]) then is instrumental for the derivation of the Euler-Lagrange system satisfied by minima, see [124, Lems. 7.1-7.3] and Remark 8.6 below.

One of the key reasons to employ the functionals $\overline{\mathscr{F}}$ or $\overline{\mathscr{F}}^{*}$ instead of those given by (2.7) is that the latter do only extend $\mathscr{F}$ if $F$ is bounded from below. In fact, if $F$ is quasiconvex and unbounded from below, it might happen that

$$
\mathscr{F}_{\text {loc }}[u ; \Omega] \neq \mathscr{F}[u ; \Omega]
$$

even for $u \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ with $1<p \leqslant q<\frac{n p}{n-1}$; see Section 5.1. This, in turn, is not the case for the functionals $\overline{\mathscr{F}}_{v}[u ; \Omega]$ but happens at the cost that some higher regularity of the prescribed traces is required. On the other hand, the relaxed functionals as introduced in Section 1.2 do not feature Lavrentiev gaps, see (1.15), which is only known to hold for the functionals from (2.7) on special sets (cf. [124, Sec. 5]).

In the setting of signed quasiconvex integrands and hereafter the functionals $\overline{\mathscr{F}}$ or $\overline{\mathscr{F}}^{*}$, however, measure representations as for (2.7) are not available at present; for now, if $p=1$, one
even lacks the identification of $\frac{\mathrm{d} \mu_{u}}{\mathrm{~d} \mathscr{L}^{n}}$ in the unsigned context. Let us note that, in the language of Definition 1.2, the conclusion of (global) minimizers being local minimizers for compactly supported variations persists, but needs to be established by independent means. Interestingly, the difficulties underlying the proofs of the basic features of the relaxed functionals shift almost completely (see Remark 6.12). Most importantly, although $\mathscr{F}_{\text {loc }}$ and $\overline{\mathscr{F}}$ are not equal in general, the set of local minimizers for compactly supported variations is in fact the same provided $F$ is quasiconvex and bounded below (see Proposition 6.13 and Remark 6.14). Thus, the partial regularity results stated for $\overline{\mathscr{F}}^{*}$ and $\overline{\mathscr{F}}$ in the previous paragraph in fact carry over to the so-called weak local minimizers as considered in [124]; also compare with Remark 6.14.
2.2. Main points and novelties. Based on the discussion in the preceding paragraphs, we now briefly address the main novelties and chief difficulties, both from a conceptual and technical perspective, of the present paper. Since several of these matters mutually depend on each other in the signed case, we start by displaying the part which is also new in the unsigned context.
2.2.1. $(p, q)$-exponent range. The first advancement of Theorems 2.1 and 2.2, even for nonnegative integrands $F$, is the extension of the partial regularity of relaxed minimizers from SCHMIDT's range $1<p \leqslant q<p+\frac{\min \{2, p\}}{2 n}$ to $1 \leqslant p \leqslant q<\min \left\{\frac{n p}{n-1}, p+1\right\}$. As discussed in [124], in the unsigned, superlinear growth case $p>1$, the crucial point is to establish the Caccioppoli inequality of the second kind for the latter range of exponents. We here approach the requisite inequalities by exclusively using minimality and additivity properties of the relaxed functionals, systematically avoiding any sort of intermediate bounds that force exponent restrictions beyond $q<\min \left\{\frac{n p}{n-1}, p+1\right\}$. This necessitates a variation of Evans' original proof of the Caccioppoli inequality of the second kind [61] and its modification in the ( $p, q$ )-context by Schmidt [121, 124]. To run Evans' localisation scheme based on Widman's hole-filling trick [131], it is clear that accessing the ( $p$-)strong quasiconvexity requires the construction of competitor maps with controllable $\mathrm{W}^{1, q}$-energy on certain annuli. Inspired by [124], this is achieved by suitably modifying certain recovery sequences on special annuli by trace-preserving operators to force fixed traces along certain spheres. Deferring the discussion of the underlying good generation theorem in the signed case, we stress that, while the slightly different overall set-up of the Caccioppoli inequality in Section 9 appears as a conceptual point, it goes hand in hand with its precise technical implementation. Here, a key device is the direct derivation of the requisite layer bounds by use of the WHITNEY-type trace-preserving operator [130] as introduced in the $(p, q)$-context by FONSECA \& MALÝ [66]. This operator, to be discussed in detail in the BV-setting in Section 4, allows for a flexible local handling of the underlying estimates by examining the $V$-function type energies of BV - or $\mathrm{W}^{1, p}$-maps and their gradients on the respective Whitney balls. By construction, this operator admits the globalisation of local estimates of $V$-function-type energies by routine embeddings for $\ell^{p}$-sequence spaces in conjunction with suitable finiteness conditions on spherical maximal functions. Based on this approach, it then will be clear from the proof why we have to require $q<\frac{n p}{n-1}$. Yet, the key point is that we solely work subject to quasiconvexity but not $\mathrm{W}^{1, p}$-quasiconvexity conditions, in which case improved results are available (cf. CAROZZA, Passarelli di NApoli and the second author [38]); however, note that quasiconvexity is far apart from $\mathrm{W}^{1, p}$-quasiconvexity in general.
2.2.2. Signed integrands. Other than Schmidt [124] or Fonseca et al. [30, 65, 67] and as explained in Section 1.1 (see (1.7)ff.), we assume the integrands $F$ to be signed. In order to elaborate on why the quasiconvex signed case departs from integrands being bounded below, we note that an overarching task in the study of $(p, q)$-growth problems is to control certain $\mathrm{W}^{1, r}$-energies, for some $r>p$, by the a priori available $\mathrm{W}^{1, p}$-bounds on minimizing sequences. Different from the convex case (see the discussion in Section 2), in the quasiconvex case higher gradient integrability results seem out of reach at present (also see Section 2.2.3(b) below) and so we may only rely on the $\mathrm{L}^{p}$-boundedness of gradients and the quasiconvexity itself.
(a) Exclusion of concentration effects. As a key device to control the L ${ }^{q}$-concentration of gradients on certain small annular layers, Schmidt [121, 124, §7.7] introduced a boundary regularity criterion to be able with specific recovery sequences with fixed interior traces. When constructing such sequences $\left(u_{j}\right)$ from given recovery sequences $\left(v_{j}\right)$, we must ensure that no additional mass is created during this modification process. It is here where the signed case comes with aggravated concentration issues: Indeed, since $F$ is signed, it might in principle happen that on small nested annular regions $\mathcal{A}_{j} \Subset \Omega$ with $\mathscr{L}^{n}\left(\mathcal{A}_{j}\right) \searrow 0$ the gradients $\nabla v_{j}$ blow up in a way such that $\mathscr{F}\left[v_{j} ; \mathcal{A}_{j}\right] \searrow-\infty$ whilst $\sup _{j \in \mathbb{N}} \mathscr{F}\left[v_{j} ; \Omega\right]<\infty$. Passing to recovery sequences $\left(u_{j}\right)$ with a controllable $\mathrm{W}^{1, q}$-energy on $\mathcal{A}_{j}$ that coincide with $v_{j}$ on $\Omega \backslash \mathcal{A}_{j}$, one generically expects $\mathscr{F}\left[u_{j} ; \Omega\right]$ to create additional mass in the limit. It is easy to see that such a behaviour is impossible when $F$ is convex and $p \geq 1$ or $F$ is quasiconvex and minorisable by affine-linear maps ${ }^{2}$. As we will display in Section 6, there is in fact a wealth of signed, coercive, quasiconvex integrands that cannot be minorised by affine-linear maps; thus it is indeed the nonconvexity that lets such obstructions emerge in the signed context at all. The resolution of this matter and therewith the generalisation of [124, Lem. 7.7], here referred to as good generation theorem, is given in Section 5. With this being exemplary, related concentration effects of this sort arise and must be ruled out throughout the course of the paper.
(b) Fitting the concentration control to the general scheme of proof. Potential concentration effects as displayed in the preceding item can be avoided if one imposes certain restrictions on the $(p, q)$-exponent range. However, such restrictions do not allow to cover the range $q<$ $\min \left\{\frac{n p}{n-1}, p+1\right\}$ as appearing in Theorems 2.1 and 2.2. Since the proof of the Caccioppoli inequality equally hinges on modifications of recovery sequences on small annular layers, we have to limit the $\mathrm{L}^{q}$-gradient concentration in the signed case even more carefully here ${ }^{3}$ while simultaneously reaching the optimal exponent range. In parallel, similar effects have to be excluded in the derivation of the Euler-Lagrange system, see Section 2.2.3 below.
(c) Non-availability of measure representations. In the signed case, a substantial part of the general machinery of measure representations used e.g. in [124] is unknown. Such measure representations enter SChMIDT's partial regularity proof in several ways. Generalising results of BALL \& MURAT [14], an important observation of SChMIDT is the $\mathrm{W}^{1, p}$-quasiconvexity of the relaxed functionals $\mathscr{F}_{\text {loc }}$ for $p>1$ (see [124, Lem. 7.6]). The proof of this result hinges on measure representations and hence so does the proof Caccioppoli inequality, in turn relying on the $\mathrm{W}^{1, p}$-quasiconvexity of $\mathscr{F}_{\text {loc }}$. This issue is circumvented here by directly working on the level of recovery sequences for the linearised relaxed functionals. However, even more conceptually and as discussed in Section 2.1, the use of measure representations leads to validity of the Euler-Lagrange system [124, Lem. 7.3]. While some of the available measure representations and energy density identifications are conceivable to extend to the signed case or $p=1$, another key aspect that they are not really required. This is the content of the following paragraph:
2.2.3. Mazur's lemma, the Euler-Lagrange system and independence of measure representations. Theorems 2.1 and 2.2 crucially hinge on the Euler-Lagrange system satisfied by local (BV-)minima. As we establish in Section 8, there always exist recovery sequences such that the (approximate) gradients converge in $\mathscr{L}^{n}$-measure to the approximate gradients of (BV)minimizers $u$ for compactly supported variations. In analogy with other weak-to-strong convergence boosts, we shall refer to this as Mazur's lemma. This result allows a direct proof of the validity of the Euler-Lagrange system, see Corollaries 8.5 and 8.7, without relying on measure representations. We highlight two points associated with this result:

[^2](a) Purely linear growth case. If $p=q=1$ (whereby, in the terminology of Section 1.1, the compactness space is $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ and so the functional (1.1) already needs to be relaxed from $\mathrm{W}^{1,1}\left(\Omega ; \mathbb{R}^{N}\right)$ ), Theorem 2.1 appears as a generalisation of the partial regularity result due to AnZellotti \& GiaQuinta [11] in the (strongly) convex and of the precursor [82] by the authors in the 1 -strongly quasiconvex case. As a novelty even for this case, the preceding discussion shows that integral (and hence strong forms of measure) representations à la Reshetnyak [118] and Goffman \& Serrin [85] in the convex case or Ambrosio \& Dal Maso [9], Fonseca \& MÜLLER [69] and Rindler and the second named author [96] in the quasiconvex case are not required for the aforementioned partial regularity results.
(b) Oscillation control versus higher integrability. The convergence in $\mathscr{L}^{n}$-measure rules out a strongly oscillatory behaviour of certain recovery sequences, whereas it does not exclude concentrations. In the standard $p$-growth case with $p>1$, oscillation control is usually provided by the Caccioppoli inequality of the second kind. Gehring's lemma then leads to uniform local higher gradient integrability as a somewhat quantified version of gradient concentration control. In the situation of relaxed quasiconvex $(p, q)$-growth functionals, the very structure of the Caccioppoli inequality (cf. [124, Lem. 7.13] and Theorem 9.1 below) only allows for a very weak oscillation control. While still sufficient for the partial regularity proof, its structure does not allow to deduce the reverse Hölder inequalities with increasing supports as required for Gehring's lemma. If $p=1$, higher integrability results based on Gehring's lemma are in general not expected to hold; this is due to the lack of suitable sublinear Sobolev inequalities (see BUCKLEY \& Koskela [33] and the discussion in [81, 82]). Since there are linear growth scenarios indeed which the Mazur-type lemma from Section 8 applies to, but minimising sequences generically concentrate despite the availability of Caccioppoli type inequalities, the sole exclusion of certain oscillations but not concentrations seems close to optimal ${ }^{4}$ in the present general setting.
2.2.4. Maximal conditions as a unifying principle and fully direct comparison method. From a technical perspective, the paper furnishes maximal conditions (i.e., finiteness conditions in terms of radial maximal operators, cf. Section 3.4) as an overarching principle that is visible in the proofs of all key ingredients for Theorems 2.1 and 2.2. Similarly as in Schmidt [124], such conditions also enter in the present version of the good generation theorem (cf. Section 5) and thus implicitely in the derivation of Mazur's lemma and the Euler-Lagrange system. However, they equally allow for a direct proof of the requisite form of Fubini-type theorems (cf. Section 4) in Sobolev-Slobodeckiĭ spaces on spheres. This gives a conceptually easy approach to such estimates, previously employed by the authors e.g. by using sharp embeddings for BV- into Sobolev-Slobodeckiĭ spaces [81, 82]. Specifically, such Fubini-type theorems enable us to solve certain linear comparison systems on good balls. This proves particularly relevant for $1=$ $p \leqslant q<\frac{n}{n-1}$, where the generic interior trace space of BV along spheres is $\mathrm{L}^{1}$ and solving linear elliptic system with $\mathrm{L}^{1}$-boundary is not possible in general. As will be visible from the proof, the excess decay estimate is then fully reduced to estimates on balls defined in terms of such maximal conditions. Hence, not only for the lower semicontinuity or even the definition of local minimizers for compactly supported variations but also at all stages of the partial regularity proof, maximal functions are identified as a unifying tool especially in the borderline case $p=1$.
2.2.5. Orlicz range, differential conditions. Theorem 2.1 equally includes integrands of degenerate Orlicz-growth behaviour that have been omitted so far in the literature. This includes, for instance, integrands of $\Delta_{2^{-}}$, non- $\nabla_{2^{-}}$-growth such as $\mathrm{L} \log ^{\alpha} \mathrm{L}$-growth behaviour with $0<\alpha \leqslant 1$; see Section 10.4.1 for the underlying terminology. On the one hand, such integrands fall outside the scope of the $\Delta_{2} \cap \nabla_{2}$-assumptions as considered in Diening et al. [51], yet cannot be handled as a special case of Schmidt [124]; recall that even unsigned integrands

[^3]with this growth behaviour cannot be bounded from below by some power $|z|^{p}$ for $p>1$. On the other hand, they fall outside the realm of quasiconvex, purely linear growth integrands studied in the precursor [82] of the present paper and it is Theorem 2.1 that closes this gap; see Section 10.4.1 for more detail.

Finally, motivated by problems from continuum or fluid mechanics (see e.g. FUCHS \& SEREGIN [71]) the reduction strategy introduced in [81, 42] allows to inexpensively formulate a variant of Theorem 2.2 in the context of general first order differential operators; see Section 10.4.2.
2.2.6. Possible extensions. Both Theorems 2.1 and 2.2 display regularity results that deal with the relaxation of the core functionals (1.1). Extensions to functionals with forcing terms à la DE FILIPPIS et al. [47, 48] or degenerate scenarios à la SChmidt [123, 125] based on DUZAAR \& Mingione's $p$-harmonic approximation technique [55,56,57] are conceivable and of equal interest. Moreover, since we do not rely on measure representations, we believe that the techniques introduced in the present paper should also allow to treat the closely related functionals

$$
\overline{\mathscr{F}}_{\mathrm{FM}}[u ; \Omega]:=\inf \left\{\liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x: \begin{array}{c}
\left(u_{j}\right) \subset \mathrm{W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)  \tag{2.9}\\
u_{j} \rightharpoonup u \operatorname{in~} \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)
\end{array}\right\}
$$

considered by Fonseca \& Malý [65] (also see the discussion by Schmidt [124, Sec. 1]). By the overall method, the proofs moreover should be sufficiently robust to also apply to higher order scenarios or functionals depending on differential operators, cf. Remark 10.13. Still, by the scope of the present paper, this and related questions shall be deferred to be pursued elsewhere.
2.3. Structure of the paper. Apart from these introductory sections, the paper is organised as follows: Section 3 fixes notation and gathers auxiliary material. Section 4 discusses a particular trace-preserving operator and Fubini-type properties which might be of independent interest. Section 5 then establishes an existence result on good recovery sequences. Section 6 is devoted to examples of integrands, the existence of minimizers and instrumental properties of the relaxed functionals. It is here where we also connect our set-up with that of Schmidt [124]. After gathering auxiliary facts on linearisations in Section 7, both the aforementioned lemma of Mazur-type and the derivation of the Euler-Lagrange system are addressed in Section 8. As one of the main ingredients in the proofs of Theorems 2.1 and 2.2 , Section 9 provides the requisite form of the Caccioppoli inequality of the second kind. The main part of the paper is then concluded by the proof of Theorems 2.1 and 2.2 in Section 10, where also implications for the partial regularity of functionals with Orlicz growth or depending on differential operators are discussed. Finally, the appendix in Section 11 provides the proofs of some minor auxiliary results utilised in the main part of the paper; specifically, this comprises a lower semicontinuity theorem for variational integrals with signed Orlicz integrands.
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## 3. Preliminaries

3.1. General notation. Unless stated otherwise, $\omega$ and $\Omega$ are non-empty, open and bounded subsets of $\mathbb{R}^{n}$. For $x_{0} \in \mathbb{R}^{n}$ and $r>0$, the (euclidean) open ball of radius $r>0$ and centered at $x_{0}$ is denoted $\mathrm{B}_{r}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<r\right\} ;$ specifically, we write $\mathbb{S}^{n-1}:=\partial \mathrm{B}_{1}(0)$ for the $(n-1)$-dimensional unit sphere. To distinguish from balls in matrix space, we further denote, for $z \in \mathbb{R}^{N \times n}, \mathbb{B}_{r}(z):=\left\{y \in \mathbb{R}^{N \times n}:|y-z|<r\right\}$ where $|\cdot|$ then is the HilbertSchmidt norm induced by the Hilbert-Schmidt inner product $\langle\cdot, \cdot\rangle$. We also use $\langle\cdot, \cdot\rangle$ for the usual euclidean inner product on spaces $\mathbb{R}^{n}$ or $\mathbb{R}^{N}$, but no ambiguities will arise from this.

The $n$-dimensional Lebesgue and $(n-1)$-dimensional Hausdorff measures are denoted $\mathscr{L}^{n}$ or $\mathscr{H}^{n-1}$, respectively, and we set $\omega_{n}:=\mathscr{L}^{n}\left(\mathrm{~B}_{1}(0)\right)$. To abbreviate notation, we shall often write $\mathrm{d}^{n-1}=\mathrm{d} \mathscr{H}^{n-1}$. Given a finite-dimensional inner product space $X$, we denote $\mathrm{RM}(\Omega ; X)$ and $\mathrm{RM}_{\mathrm{fin}}(\Omega ; X)$ the (finite) $X$-valued Radon measures on $\Omega$; for $\mu \in \mathrm{RM}(\Omega ; X)$, $|\mu|$ denotes its total variation measure and hereafter $|\mu|(\Omega)$ its total variation. Similarly, if we write $\mu \in \operatorname{RM}(\Omega)$ or $\mu \in \operatorname{RM}_{\mathrm{fin}}(\Omega)$, we understand that $\mu$ is a non-negative (finite) Radon measure on $\Omega$. In each of the cases $\mu \in \operatorname{RM}_{(\mathrm{fin})}(\Omega)$ or $\mu \in \operatorname{RM}_{\text {(fin) }}(\Omega ; X)$, if $A$ belongs to the Borel $\sigma$-algebra $\mathscr{B}(\Omega)$, we use $\mu \mathrm{L} A:=\mu(\cdot \cap A)$ to denote the restriction of $\mu$ to $A$. The Lebesgue-Radon-Nikodým decomposition of $\mu \in \mathrm{RM}(\Omega ; X)$ into its absolutely continuous and singular parts $\mu^{a}, \mu^{s}$ for $\mathscr{L}^{n}$ then is given by

$$
\begin{equation*}
\mu=\mu^{a}+\mu^{s}=\frac{\mathrm{d} \mu^{a}}{\mathrm{~d} \mathscr{L}^{n}} \mathscr{L}^{n} L \Omega+\frac{\mathrm{d} \mu^{s}}{\mathrm{~d}\left|\mu^{s}\right|}\left|\mu^{s}\right|, \tag{3.1}
\end{equation*}
$$

where $\frac{\mathrm{d} \mu^{a}}{\mathrm{~d} \mathscr{L}^{n}}$ and $\frac{\mathrm{d} \mu^{s}}{\mathrm{~d}\left|\mu^{s}\right|}$ are the corresponding densities for $\mathscr{L}^{n}$ or $\left|\mu^{s}\right|$, respectively. Whenever $A \in \mathscr{B}(\Omega)$ satisfies $\mathscr{L}^{n}(A)>0$, we put

$$
\begin{equation*}
f_{A} \mu:=\frac{\mu(A)}{\mathscr{L}^{n}(A)} \tag{3.2}
\end{equation*}
$$

To avoid overburderning notation, if $A=\partial \mathrm{B}_{r}\left(x_{0}\right)$ and $f: \partial \mathrm{B}_{r}\left(x_{0}\right) \rightarrow \mathbb{R}^{N}$ is $\mathscr{H}^{n-1}$-measurable, we also use the convention

$$
(f)_{\partial \mathrm{B}_{r}\left(x_{0}\right)}:=f_{\partial \mathrm{B}_{r}\left(x_{0}\right)} f \mathrm{~d} \mathscr{H}^{n-1}:=\frac{1}{\mathscr{H}^{n-1}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right)\right)} \int_{\partial \mathrm{B}_{r}\left(x_{0}\right)} f \mathrm{~d} \mathscr{H}^{n-1},
$$

and it will be clear from the context in which sense the dashed integrals are understood. As usual, $c, C>0$ denote generic constants that might change from line to line and are only specified if their precise values are required. Finally, we write $a \lesssim b$ for two quantities provided $a \leqslant c b$ for some constant $c>0$ essentially independent of $a$ and $b$. To emphasize important dependences, we also use $a \lesssim_{d} b$ provided the constant $c$ crucially depends on a quantity $d$. In the same vein, we write $a \sim b$ provided $a \lesssim b$ and $b \lesssim a$, and $a \sim_{d} b$ provided $a \lesssim_{d} b$ and $b \lesssim_{d} a$.
3.2. Function spaces. In this section we gather the definitions and several properties of function spaces that play an important role in the main part of the paper; we refer the reader to $[10,62,106]$ for more background information. Throughout, let $\Omega \subset \mathbb{R}^{n}$ be open and bounded.
3.2.1. The space BV. We recall that a measurable map $u: \Omega \rightarrow \mathbb{R}^{N}$ is said to be of bounded variation and then denoted $u \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ provided $u \in \mathrm{~L}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$ and its total variation

$$
|D u|(\Omega):=\sup \left\{\int_{\Omega}\langle u, \operatorname{div}(\varphi)\rangle \mathrm{d} x: \varphi \in \mathrm{C}_{c}^{\infty}\left(\Omega ; \overline{\mathbb{B}}_{1}(0)\right)\right\}
$$

is finite, where div is the row-wise divergence. The space $\operatorname{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$ then is defined in the obvious manner.

The space $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ is a normed space when endowed with $\|u\|_{\mathrm{BV}(\Omega)}:=\|u\|_{\mathrm{L}^{1}(\Omega)}+$ $|D u|(\Omega)$, but this norm is too restrictive for most applications. Instead, two notions of convergence prove more relevant: Given $u, u_{1}, u_{2}, \ldots \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$, we say that $\left(u_{j}\right)$ converges in the weak*-sense to $u$ provided $u_{j} \rightarrow u$ in $\mathrm{L}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$ and $D u_{j} \stackrel{*}{\rightharpoonup} D u$ in $\operatorname{RM}_{\mathrm{fin}}\left(\Omega ; \mathbb{R}^{N \times n}\right) \cong$ $\mathrm{C}_{0}\left(\Omega ; \mathbb{R}^{N \times n}\right)^{\prime}$. This convergence then yields a compactness theorem on BV : If $\Omega \subset \mathbb{R}^{n}$ has Lipschitz boundary $\partial \Omega$, any norm-bounded sequence has a weak*-convergent subsequence. As a strengthening of weak*-convergence, we moreover say that $\left(u_{j}\right)$ converges to $u$ in the strict sense provided $u_{j} \rightarrow u$ in $\mathrm{L}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$ and $\left|D u_{j}\right|(\Omega) \rightarrow|D u|(\Omega)$ as $j \rightarrow \infty$.

Now let $u \in \operatorname{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$. For $\mathscr{L}^{n}$-a.e. $x \in \Omega, x$ is a Lebesgue point of $u$ with corresponding Lebesgue value $u(x)$ and there exists $\nabla u(x) \in \mathbb{R}^{N \times n}$ such that

$$
\begin{equation*}
\limsup _{r \searrow 0} \frac{1}{r} f_{\mathrm{B}_{r}(x)}|u(y)-u(x)-\nabla u(x) \cdot(y-x)| \mathrm{d} y=0 . \tag{3.3}
\end{equation*}
$$

The matrix $\nabla u(x)$ is well-defined and referred to as the approximate gradient of $u$ at $x$. Given $u \in \mathrm{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$, the Lebesgue-Radon-Nikodým decomposition (3.1) of $D u$ then reads as

$$
\begin{equation*}
D u=D^{a} u+D^{s} u=\nabla u \mathscr{L}^{n}\left\llcorner\Omega+\frac{\mathrm{d} D^{s} u}{\mathrm{~d}\left|D^{s} u\right|}\left|D^{s} u\right|\right. \tag{3.4}
\end{equation*}
$$

where $\nabla u \in \mathrm{~L}_{\text {loc }}^{1}\left(\Omega ; \mathbb{R}^{N \times n}\right)$ is the approximate gradient of $u$ as in (3.3). Note that, if $u \in$ $\mathrm{W}_{\mathrm{loc}}^{1,1}\left(\Omega ; \mathbb{R}^{N}\right)$, then $\nabla u$ is just the weak gradient. We next recall that $x_{0} \in \Omega$ is a jump point of $u$ and then write $x_{0} \in J_{u}$ provided there exist $a, b \in \mathbb{R}^{N}$ with $a \neq b$ and $\nu \in \mathbb{S}^{n-1}$ such that

$$
\lim _{r \searrow 0} f_{\mathrm{B}_{r}\left(x_{0}\right) \cap\left\{x:\left\langle x-x_{0}, \nu\right\rangle>0\right\}}|u-a| \mathrm{d} y=\lim _{r \searrow 0} f_{\mathrm{B}_{r}\left(x_{0}\right) \cap\left\{x:\left\langle x-x_{0}, \nu\right\rangle<0\right\}}|u-b| \mathrm{d} y=0 .
$$

Finally, we recall that if $\Omega$ has Lipschitz boundary, there exists a surjective, bounded and linear (boundary) trace operator $\operatorname{tr}_{\partial \Omega}: \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right) \rightarrow \mathrm{L}^{1}\left(\partial \Omega ; \mathbb{R}^{N}\right)$; here, the latter space is understood with respect to $\mathscr{H}^{n-1}\llcorner\partial \Omega$. Specifically, this operator is continuous for strict convergence on $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ and can be realised for $\mathscr{H}^{n-1}$-a.e. $x_{0} \in \partial \Omega$ by integral means via

$$
\begin{equation*}
\lim _{r \searrow 0} f_{\mathrm{B}_{r}\left(x_{0}\right) \cap \Omega}\left|u(y)-\operatorname{tr}_{\partial \Omega}(u)\left(x_{0}\right)\right| \mathrm{d} y=0 . \tag{3.5}
\end{equation*}
$$

We denote $\operatorname{BV}_{0}\left(\Omega ; \mathbb{R}^{N}\right)$ the nullspace of $\operatorname{tr}_{\partial \Omega}$. This space can be characterised as the strict closure of $\mathrm{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$, which follows from the strict continuity of $\operatorname{tr}_{\partial \Omega}$ and a slightly more general area-strict approximation result, Lemma 3.2 below.

In the main part, we moreover require interior trace operators along spheres. Given $x_{0} \in \Omega$ and $r>0$ with $\mathrm{B}_{r}\left(x_{0}\right) \Subset \Omega$, we denote for $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$
$\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u):=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\left(\mathbb{1}_{\mathrm{B}_{r}\left(x_{0}\right)} u\right)$ and $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(u):=\left.\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right) \cup \partial \Omega}\left(\mathbb{1}_{\Omega \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)} u\right)\right|_{\partial \mathrm{B}_{r}\left(x_{0}\right)}$, where $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}, \operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right) \cup \partial \Omega}$ display the boundary trace operators on $\mathrm{BV}\left(\mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ and $\operatorname{BV}\left(\Omega \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, the inner and outer trace operators along $\partial \mathrm{B}_{r}\left(x_{0}\right)$. We then have

$$
\begin{equation*}
|D u|\left(\partial \mathrm{B}_{r}\left(x_{0}\right)\right)=\int_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\left|\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u)-\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(u)\right| \mathrm{d} \mathscr{H}^{n-1} \tag{3.6}
\end{equation*}
$$

and, recalling the jump set $J_{u}$ from above,

$$
\begin{equation*}
\mathscr{H}^{n-1}\left(\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) \cap J_{u}\right) \backslash\left\{x \in \partial \mathrm{~B}_{r}\left(x_{0}\right): \operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u)(x) \neq \operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(u)(x)\right\}\right)=0 \tag{3.7}
\end{equation*}
$$

The interior trace of $u$ along $\partial \mathrm{B}_{r}\left(x_{0}\right)$ then is constructed as the arithmetic mean of the inner and outer traces of $u$ along $\partial \mathrm{B}_{r}\left(x_{0}\right)$. However, to alleviate notation, we write $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u)$ for the interior trace along $\partial \mathrm{B}_{r}\left(x_{0}\right)$ only if $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u)=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$.
3.2.2. Functions of measures. For our future purposes, we now revisit the application of functions to measures as originally due to Goffman \& SERRIN [85] and Reshetnyak [118]; in our setting, the underlying measures will typically be gradients. Given $1 \leqslant p<\infty$ and $m \in \mathbb{N}$, let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a convex function satisfying the bounds

$$
\begin{equation*}
c_{1}|z|^{p}-c_{2} \leqslant h(z) \leqslant c_{3}\left(1+|z|^{p}\right) \quad \text { for all } z \in \mathbb{R}^{m} \tag{3.8}
\end{equation*}
$$

and constants $c_{1}, c_{2}, c_{3}>0$. If $p=1$ and $\mu \in \operatorname{RM}\left(\Omega ; \mathbb{R}^{m}\right)$, we let $\mu=\frac{\mathrm{d} \mu}{\mathrm{d} \mathscr{L}^{n}} \mathscr{L}^{n} L \Omega+\frac{\mathrm{d} \mu}{\mathrm{d}\left|\mu^{s}\right|}\left|\mu^{s}\right|$ be its Lebesgue-Radon-Nikodým decomposition (3.1), and then define the measure $h(\mu)$ by

$$
\begin{equation*}
h(\mu)(A):=\int_{A} h(\mu):=\int_{A} h\left(\frac{\mathrm{~d} \mu^{a}}{\mathrm{~d} \mathscr{L}^{n}}\right) \mathrm{d} x+\int_{A} h^{\infty}\left(\frac{\mathrm{d} \mu^{s}}{\mathrm{~d}\left|\mu^{s}\right|}\right) \mathrm{d}\left|\mu^{s}\right|, \quad A \in \mathscr{B}(\Omega) \tag{3.9}
\end{equation*}
$$

Here, $h^{\infty}(z):=\lim _{t \searrow 0} t h\left(\frac{z}{t}\right)$ is the recession function of $h$. Because of $p=1$ and convexity of $h, h^{\infty}(z)$ exists and is finite, whereby $h(\mu)$ is a well-defined measure. If $z_{0} \in \mathbb{R}^{m}$, we put

$$
h\left(\mu-z_{0}\right):=h\left(\mu-z_{0} \mathscr{L}^{n}\llcorner\Omega)\right.
$$

and, using the convention (3.2), then record from [11, Prop. 2.4] Jensen's inequality in the form

$$
h\left(f_{\omega} \mu-z_{0}\right) \leqslant f_{\omega} h\left(\mu-z_{0}\right) \quad \text { for } \omega \in \mathscr{B}(\Omega) \text { with } \mathscr{L}^{n}(\omega)>0
$$

Definition (3.9) immediately applies to $\mu=D u$ for $u \in \operatorname{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$ by virtue of (3.4). As we shall concentrate on the case $p=1$ in the main part of the paper and only point out the modifications for $p>1$, it is useful to note that (3.9) is consistent with this case too. More precisely, if $h$ satisfies (3.8) with $1<p<\infty$ and $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, then $D^{s} u=0$ and hence

$$
\int_{A} h(D u)=\int_{A} h(\nabla u) \mathrm{d} x \quad \text { for all } A \in \mathscr{B}(\Omega)
$$

despite of $h^{\infty}(z)=\infty$ for all $z \neq 0$. We proceed by recording a variant of the RESHETNYAK lower semicontinuity theorem [118] in the version of [27, Props. 2.20 and 2.21]:
Lemma 3.1. Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded, and let $u, u_{1}, u_{2}, \ldots \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ be such that $u_{j} \rightarrow u$ in $\mathrm{L}_{\mathrm{loc}}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$. Then for any convex function $h: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ that satisfies (3.8) with $p=1$ we have

$$
\begin{equation*}
h(D u)(\Omega) \leqslant \liminf _{j \rightarrow \infty} h\left(D u_{j}\right)(\Omega) \tag{3.10}
\end{equation*}
$$

Finally, we display an approximation result that particularly ensures the existence of sequences as required in the definition of the relaxed functionals (1.9):

Lemma 3.2 ([27, Lem. B.2]). Let $\Omega \Subset \Omega^{\prime}$ be two open and bounded sets with Lipschitz boundaries and let $u_{0} \in \mathrm{~W}^{1,1}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. Denoting for $v \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ by $\mathbf{v}$ its extension to $\Omega^{\prime}$ by $u_{0}$, for any $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ there exists $\left(u_{j}\right) \subset u_{0}+\mathrm{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\left(\mathbf{u}_{j}\right)$ converges to $\mathbf{u}$ area-strictly in $\mathrm{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$, i.e.,

$$
\mathbf{u}_{j} \rightarrow \mathbf{u} \text { in } \mathrm{L}^{1}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right) \text { and } \sqrt{1+\left|D \mathbf{u}_{j}\right|^{2}}\left(\Omega^{\prime}\right) \rightarrow \sqrt{1+|D \mathbf{u}|^{2}}\left(\Omega^{\prime}\right)
$$

Especially, we have $\mathbf{u}_{j} \rightarrow \mathbf{u}$ strictly and hence $\mathbf{u}_{j} \stackrel{*}{\rightharpoonup} \mathbf{u}$ in $\mathrm{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$.
3.2.3. The spaces $\mathrm{W}^{s, p}$. Let $0<s<1$ and $1 \leqslant p<\infty$. For a Lipschitz hypersurface $\Sigma \subset \mathbb{R}^{n}$, the space $\mathrm{W}^{s, p}\left(\Sigma ; \mathbb{R}^{N}\right)$ is the linear space of all $\mathscr{H}^{n-1}$-measurable maps $v: \Sigma \rightarrow \mathbb{R}^{N}$ for which

$$
\begin{aligned}
\|v\|_{\mathrm{W}^{s, p}(\Sigma)} & :=\left(\|v\|_{\mathrm{L}^{p}(\Sigma)}^{p}+[v]_{\mathrm{W}^{s, p}(\Sigma)}^{p}\right)^{\frac{1}{p}} \\
& :=\left(\int_{\Sigma}|v(x)|^{p} \mathrm{~d}^{n-1} x+\iint_{\Sigma \times \Sigma} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n-1+s p}} \mathrm{~d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{p}}
\end{aligned}
$$

is finite. As a straightforward consequence of Jensen's inequality, there exists a constant $c=$ $c(n, s, p)>0$ such that for all $x_{0} \in \mathbb{R}^{n}$ and $r>0$ the fractional Poincaré-type inequality

$$
\begin{align*}
\left(f_{\partial \mathrm{B}_{r}\left(x_{0}\right)} \mid u(x)\right. & \left.-\left.(u)_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\right|^{p} \mathrm{~d}^{n-1} x\right)^{\frac{1}{p}}  \tag{3.11}\\
& \leqslant c r^{s}\left(f_{\partial \mathrm{B}_{r}\left(x_{0}\right)} \int_{\partial \mathrm{B}_{r}\left(x_{0}\right)} \frac{|u(x)-u(y)|^{p}}{|x-y|^{n-1+s p}} \mathrm{~d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{p}}
\end{align*}
$$

holds for all $u \in \mathrm{~W}^{s, p}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$; clearly, in (3.11), the dash is understood with respect to $\mathscr{H}^{n-1} \mathrm{~L} \partial \mathrm{~B}_{r}\left(x_{0}\right)$. It is well-known that for any open and bounded set $\Omega \subset \mathbb{R}^{n}$ with Lipschitz boundary $\partial \Omega$ and $1<p<\infty$, there exists a bounded, linear and

$$
\begin{equation*}
\text { surjective trace operator } \operatorname{tr}_{\partial \Omega}: \mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right) \rightarrow \mathrm{W}^{1-\frac{1}{p}, p}\left(\partial \Omega ; \mathbb{R}^{N}\right) \tag{3.12}
\end{equation*}
$$

For future reference, we record the following scaling behaviour of the underlying inequality: If $\Omega=\mathrm{B}_{r}\left(x_{0}\right)$ is an open ball and $\operatorname{tr}=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}: \mathrm{W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right) \rightarrow \mathrm{W}^{1-\frac{1}{p}, p}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ the corresponding trace operator, then there exists $c=c(n, N, p)>0$ such that for all Sobolev maps $u \in \mathrm{~W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ there holds

$$
\begin{align*}
\left(f_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\right. & \left.|\operatorname{tr}(u)(x)|^{p} \mathrm{~d}^{n-1} x\right)^{\frac{1}{p}} \\
& +r^{1-\frac{1}{p}}\left(f_{\partial \mathrm{B}_{r}\left(x_{0}\right)} \int_{\partial \mathrm{B}_{r}\left(x_{0}\right)} \frac{|\operatorname{tr}(u)(x)-\operatorname{tr}(u)(y)|^{p}}{|x-y|^{n-2+p}} \mathrm{~d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{p}}  \tag{3.13}\\
& \leqslant c\left(\left(f_{\mathrm{B}_{r}\left(x_{0}\right)}|u(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}+r\left(f_{\mathrm{B}_{r}\left(x_{0}\right)}|\nabla u(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}\right)
\end{align*}
$$

We conclude this section with the following simple observation:
Lemma 3.3. Let $1 \leqslant p \leqslant q<\infty$ and let $\Omega \subset \mathbb{R}^{n}$ be an open and bounded domain with Lipschitz boundary. If $u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is such that $\operatorname{tr}_{\partial \Omega}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ and $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \Omega}(u)=\operatorname{tr}_{\partial \Omega}(v) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$, then we have

$$
\begin{equation*}
\left(\mathrm{W}^{1, q} \cap \mathrm{~W}_{u}^{1, p}\right)\left(\Omega ; \mathbb{R}^{N}\right)=\mathrm{W}_{v}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right) \tag{3.14}
\end{equation*}
$$

Proof. If $w$ belongs to the right-hand side of (3.14), $w \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ and we have $w-$ $u \in(v-u)+\mathrm{W}_{0}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right) \subset \mathrm{W}_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. Hence $w$ also belongs to the left-hand side. Next note that $u+\mathrm{W}_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)=v+\mathrm{W}_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ as $u-v \in \mathrm{~W}_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$. Thus, if $w$ belongs to the left-hand side of (3.14), we may write $w=v+\varphi \in \mathrm{W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ with $\varphi \in\left(\mathrm{W}_{0}^{1, p} \cap \mathrm{~W}^{1, q}\right)\left(\Omega ; \mathbb{R}^{N}\right)$. But $\left(\mathrm{W}_{0}^{1, p} \cap \mathrm{~W}^{1, q}\right)\left(\Omega ; \mathbb{R}^{N}\right)=\mathrm{W}_{0}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, which can be seen directly by (3.5), and so (3.14) follows. The proof is complete.
3.3. Averaged Taylor polynomials. For our applications in Sections 4 and 8, we require some background facts on averaged Taylor polynomials of degree 1; see MAZ' YA [106, §1.1.10] for more detail. Let $\mathrm{B}=\mathrm{B}_{r}(x)$ be an open ball of radius $r>0$ and let $w_{\mathrm{B}} \in \mathrm{C}_{c}^{\infty}(\mathrm{B} ;[0,1])$ be a radially symmetric weight function with $\int_{\mathrm{B}} w_{\mathrm{B}}(x) \mathrm{d} x=1$. This weight function can be obtained from a corresponding weight function $w=w_{\mathrm{B}_{1}(0)}$ by $w_{\mathrm{B}}(x):=\frac{1}{r^{n}} w\left(\frac{x-x_{0}}{r}\right)$. For $u \in \mathrm{~L}_{\mathrm{loc}}^{1}\left(\mathrm{~B} ; \mathbb{R}^{N}\right)$, we then define for $l \in\{0,1\}$ the averaged Taylor polynomial of degree $l$ by

$$
\begin{equation*}
\Pi_{\mathrm{B}}^{l} u(x):=\sum_{|\alpha| \leqslant l} \frac{(-1)^{|\alpha|}}{\alpha!} \int_{\mathrm{B}} u(y) \partial_{y}^{\alpha}\left(w_{\mathrm{B}}(y)(x-y)^{\alpha}\right) \mathrm{d} y \tag{3.15}
\end{equation*}
$$

We record the following lemma, which directly follows from the definition of $\Pi_{\mathrm{B}}^{l} u$, integration by parts and the scaling properties of $w_{\mathrm{B}}$ :

Lemma 3.4. The map $\Pi_{\mathrm{B}}^{1}$ is the identity on the affine-linear maps. Moreover, there exists a constant $c=c(n, N, w)>0$ such that the following hold for all $u \in \mathrm{BV}_{\mathrm{loc}}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$, all open balls $\mathrm{B}=\mathrm{B}_{r}\left(x_{0}\right)$ and $l \in\{0,1\}$ :

$$
\begin{align*}
& \frac{1}{c}\left\|\Pi_{\mathrm{B}}^{l} u\right\|_{\mathrm{L}^{\infty}(\mathrm{B})} \leqslant f_{\mathrm{B}}\left|\Pi_{\mathrm{B}}^{l} u\right| \mathrm{d} x \leqslant c f_{\mathrm{B}}|u| \mathrm{d} x, \\
& \left\|\nabla \Pi_{\mathrm{B}}^{l} u\right\|_{\mathrm{L}^{\infty}(\mathrm{B})} \leqslant c \frac{|D u|(\mathrm{B})}{r^{n}},  \tag{3.16}\\
& \frac{1}{c}\left\|\Pi_{\mathrm{B}}^{1} u-\Pi_{\mathrm{B}}^{0} u\right\|_{\mathrm{L}^{\infty}(\mathrm{B})} \leqslant f_{\mathrm{B}}\left|\Pi_{\mathrm{B}}^{1} u-\Pi_{\mathrm{B}}^{0} u\right| \mathrm{d} x \leqslant c \frac{|D u|(\mathrm{B})}{r^{n-1}} .
\end{align*}
$$

Moreover, we have Poincare's inequality

$$
\begin{equation*}
f_{\mathrm{B}}\left|u-\Pi_{\mathrm{B}}^{0} u\right| \mathrm{d} x \leqslant c \frac{|D u|(\mathrm{B})}{r^{n-1}} \tag{3.17}
\end{equation*}
$$

3.4. Spherical maximal functions and a refined selection lemma. In the main part of the paper we will frequently employ constructions that hinge on good radii, a notion that will be made precise in Section 5. To ensure the existence of sufficiently many such good radii, we now introduce the main tools for their construction. Given an open set $\Omega \subset \mathbb{R}^{n}$ and a finite dimensional inner product space $X$, let $\mu \in \operatorname{RM}(\Omega ; X)$ and $x_{0} \in \Omega$. We define for $0<t<$ $d:=\operatorname{dist}\left(x_{0}, \partial \Omega\right)$ the (spherical) maximal operator

$$
\begin{equation*}
\mathcal{M} \mu\left(x_{0}, t\right):=\sup \left\{\frac{|\mu|\left(\mathrm{B}_{t+\varepsilon}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{t-\varepsilon}\left(x_{0}\right)\right)}{2 \varepsilon}: 0<\varepsilon<\min \{t, d-t\}\right\} \tag{3.18}
\end{equation*}
$$

By routine means, one obtains that $\mathcal{M} \mu\left(x_{0}, t\right)<\infty$ for $\mathscr{L}^{1}$-a.e. $t \in(0, d)$. This is a consequence of the weak- $(1,1)$-bound

$$
\mathscr{L}^{1}\left(\left\{t \in(0, R): \mathcal{M} \mu\left(x_{0}, t\right)>\lambda\right\}\right) \leqslant \frac{c}{\lambda}|\mu|\left(\mathrm{B}_{R}\left(x_{0}\right)\right), \quad \lambda>0,0<R \leqslant d
$$

where $c>0$ is a constant independent of $x_{0}, R$ and $\mu$. The other ingredient that we require is a lemma of Hardy-Littlewood type in the spirit of [65, Lem. 2.3], [124, Lem. 4.6], now allowing for double-sided control of difference quotients and exceptional sets of non-zero measure.

Lemma 3.5. Let $0<r<s<\infty, \theta \in\left[0, \frac{1}{8}\right)$ and let $f:[r, s] \rightarrow \mathbb{R}$ is a non-decreasing and right-continuous function. Then for any measurable subset $E \subset[r, s]$ with $\mathscr{L}^{1}(E)<\theta(s-r)$ there exist $r<\widetilde{r}<\widetilde{s}<s$, with $\widetilde{r}, \widetilde{s} \notin E$ and the following properties: We have

$$
\begin{align*}
& \frac{f(a)-f(\tau)}{a-\tau} \leqslant \frac{800}{1-8 \theta} \frac{f(s)-f(r)}{s-r} \text { for all } \tau<a,  \tag{3.19}\\
& \frac{f(\tau)-f(a)}{\tau-a} \leqslant \frac{800}{1-8 \theta} \frac{f(s)-f(r)}{s-r} \text { for all } \tau>a \tag{3.20}
\end{align*}
$$

for $a \in\{\widetilde{r}, \widetilde{s}\}$ and

$$
\begin{equation*}
(\widetilde{s}-\widetilde{r}) \leqslant(s-r) \leqslant 8(\widetilde{s}-\widetilde{r}) \tag{3.21}
\end{equation*}
$$

The elementary proof of this lemma is provided in the appendix, Section 11. The condition of right-continuity only enters by the use of the Lebesgue-Stieltjes measure in the proof of Lemma 3.5. For future reference, we note that whenever $\mu \in \operatorname{RM}(\Omega ; X), x_{0} \in \Omega$ and $0<r<$ $s<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$, then

$$
f(t):=|\mu|\left(\overline{\mathrm{B}_{t}\left(x_{0}\right)}\right), \quad t \in[r, s]
$$

is non-decreasing and right-continuous: Since $|\mu|$ is a positive Radon measure, we have for all $t \in[r, s)$ and $t<t_{j}<t_{j}^{\prime}<t_{j}+2^{-j}$ with $t_{j} \searrow t$ and $t_{j}+2^{-j}<s$

$$
f(t) \leqslant \lim _{j \rightarrow \infty} f\left(t_{j}\right) \leqslant|\mu|\left(\overline{\mathrm{B}_{t}\left(x_{0}\right)}\right)+\lim _{j \rightarrow \infty}|\mu|\left(\mathrm{B}_{t_{j}^{\prime}}\left(x_{0}\right) \backslash \overline{\mathrm{B}_{t}\left(x_{0}\right)}\right)=|\mu|\left(\overline{\mathrm{B}_{t}\left(x_{0}\right)}\right)=f(t)
$$

Moreover, if $u \in \operatorname{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$ and $x_{0} \in \Omega, r>0$ are such that $\mathcal{M} D u\left(x_{0}, r\right)<\infty$, then

$$
\begin{equation*}
\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u)=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(u) \quad \mathscr{H}^{n-1} \text {-a.e. on } \partial \mathrm{B}_{r}\left(x_{0}\right) \tag{3.22}
\end{equation*}
$$

as can be seen from the estimate

$$
\begin{aligned}
& \int_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\left|\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u)-\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(u)\right| \mathrm{d} \mathscr{H}^{n-1} \stackrel{(3.6)}{=}|D u|\left(\partial \mathrm{B}_{r}\left(x_{0}\right)\right) \\
& \leqslant 2 \varepsilon\left(\frac{1}{2 \varepsilon}|D u|\left(\mathrm{B}_{r+\varepsilon}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r-\varepsilon}\left(x_{0}\right)\right)\right) \\
& \leqslant 2 \varepsilon \mathcal{M} D u\left(x_{0}, r\right)
\end{aligned}
$$

for all $\varepsilon>0$ sufficiently small and then sending $\varepsilon \searrow 0$.
3.5. Reference integrand estimates. We now record some estimates on the reference integrands $V_{p}$, which we recall to be defined for $1 \leqslant p<\infty$ by

$$
V_{p}(z):=\langle z\rangle^{p}-1:=\left(1+|z|^{2}\right)^{\frac{p}{2}}-1, \quad z \in X
$$

for any finite dimensional inner product space $X$; for brevity, we put $V:=V_{1}$. The following lemma is routine and gathers estimates from [11, Prop. 2.5] and [82, Sec. 2.5, Lem. 4.1]:

Lemma 3.6. Let $X$ be a finite dimensional real inner product space. Then for all $z, w \in X$ and $\lambda \geq 1$ the following hold:
(a) $(\sqrt{2}-1) \min \left\{|z|,|z|^{2}\right\} \leqslant V(z) \leqslant \min \left\{|z|,|z|^{2}\right\}$. In general, for any $1 \leqslant p<\infty$ there exist $c_{p}, C_{p}>0$ such that $\frac{1}{c_{p}}|z|^{2} \leqslant V_{p}(z) \leqslant c_{p}|z|^{2}$ for $|z| \leqslant 1$ and $\frac{1}{C_{p}}|z|^{p} \leqslant$ $V_{p}(z) \leqslant C_{p}|z|^{p}$ for $|z| \geq 1$.
(b) For any $\mathbf{m}>0$ there exists a constant $c=c(\mathbf{m})>0$ such that $\frac{1}{c}|z|^{2} \leqslant V(z) \leqslant c|z|^{2}$ for all $z \in X$ with $|z| \leqslant \mathbf{m}$.
(c) $V(\lambda z) \leqslant \lambda^{2} V(z)$.
(d) $V(z+w) \leqslant 2(V(z)+V(w))$.
(e) $|V(z)-V(w)| \leqslant|z-w|$.
(f) $V(z) /\left(16\left(1+|w|^{2}\right)^{\frac{3}{2}}\right) \leqslant V(z+w)-V(w)-\left\langle V^{\prime}(w), z\right\rangle$.

We conclude this section by recording an estimate that will be required in Section 6:
Lemma 3.7 ([46, Lem. 2.4]). For any $1<p<\infty$ there exists a constant $c=c(p)>0$ such that
$\frac{1}{c}\left(1+|z|^{2}+\left|z^{\prime}\right|^{2}\right)^{\frac{p-2}{2}}\left|z^{\prime}\right|^{2} \leqslant V_{p}\left(z+z^{\prime}\right)-V_{p}(z)-\left\langle V_{p}^{\prime}(z), z^{\prime}\right\rangle \leqslant c\left(1+|z|^{2}+\left|z^{\prime}\right|^{2}\right)^{\frac{p-2}{2}}\left|z^{\prime}\right|^{2}$ holds for all $z, z^{\prime} \in \mathbb{R}^{N \times n}$.
3.6. Semiconvexity and Legendre-Hadamard elliptic systems. We conclude this preliminary section by recording auxiliary facts on semiconvex problems. First, the quasiconvex envelope $F^{\mathrm{qc}}$ of an integrand $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ is the largest quasiconvex function below $F$ :

$$
\begin{equation*}
F^{\mathrm{qc}}(z):=\sup \{G(z): G \text { is quasiconvex with } G \leqslant F\}, \quad z \in \mathbb{R}^{N \times n} \tag{3.23}
\end{equation*}
$$

Since $F$ is assumed real-valued (and not extended real-valued), we have either $F^{\text {qc }} \equiv-\infty$ or $F^{\mathrm{qc}}>-\infty$ everywhere (see BALL et al. [15, §2]). By DACOROGNA's formula [43] (also see Kinderlehrer \& Pedregal [90, §8] in the present context of integrands that are potentially unbounded below), we then have the representation formula

$$
\begin{equation*}
F^{\mathrm{qc}}(z)=\inf \left\{f_{\mathrm{B}_{1}(0)} F(z+\nabla \varphi) \mathrm{d} x: \varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)\right\}, \quad z \in \mathbb{R}^{N \times n} \tag{3.24}
\end{equation*}
$$

By a routine scaling and covering argument, we note that one might equally replace the class of competitors in (3.24) by those $\varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$ that satisfy $\|\varphi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0)\right)} \leqslant 1$.

Now let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ be a quasiconvex integrand. Then $F$ in particular is rank-one convex, that is, the function $t \mapsto F(z+t a \otimes b)$ is convex for all $z \in \mathbb{R}^{N \times n}, a \in \mathbb{R}^{N}$ and $b \in \mathbb{R}^{n}$. If $F$ moreover satisfies the growth bound

$$
\begin{equation*}
|F(z)| \leqslant L\left(\lambda+|z|^{q}\right) \quad \text { for all } z \in \mathbb{R}^{N \times n} \tag{3.25}
\end{equation*}
$$

for some $1 \leqslant q<\infty, L \geq 0$ and $\lambda \geq 0$, the rank-one convexity and (3.25) (which in particular is satisfied for $\lambda=1$ by (H1)) moreover combine in a standard way to the estimate

$$
\begin{equation*}
|F(z)-F(w)| \leqslant c\left(\lambda+|w|^{q-1}+|z-w|^{q-1}\right)|z-w| \quad \text { for all } z, w \in \mathbb{R}^{N \times n} \tag{3.26}
\end{equation*}
$$

where $c=c(q, n, N, L)>0$ is a constant. If, moreover, $F \in \mathrm{C}^{1}\left(\mathbb{R}^{N \times n}\right)$, then (3.26) implies

$$
\begin{equation*}
\left|F^{\prime}(z)\right| \leqslant c\left(\lambda+|z|^{q-1}\right) \quad \text { for all } z \in \mathbb{R}^{N \times n} \tag{3.27}
\end{equation*}
$$

This inequality extends to $\mathscr{L}^{N n}$-almost all $z \in \mathbb{R}^{N \times n}$ provided $F$ is only assumed Lipschitz. In view of verifying growth bounds of the type (3.25), we point out that that for a rank-one-convex function $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ and $1 \leqslant q<\infty$ one has the implication (see [95, Lem. 2.5])

$$
\begin{equation*}
\limsup _{|z| \rightarrow \infty} \frac{F(z)}{|z|^{q}}<\infty \Longrightarrow \limsup _{|z| \rightarrow \infty} \frac{|F(z)|}{|z|^{q}}<\infty \tag{3.28}
\end{equation*}
$$

Next recall that a symmetric bilinear form $\mathbb{A}$ on $\mathbb{R}^{N \times n}$, to be tacitly identified with its matrix representative $\mathbb{A} \in \mathbb{R}^{N n \times N n}$, is said to be strongly or Legendre-Hadamard elliptic if there exist $0<\lambda \leqslant \Lambda<\infty$ such that

$$
\begin{equation*}
\lambda|a|^{2}|b|^{2} \leqslant \mathbb{A}[a \otimes b, a \otimes b] \leqslant \Lambda|a|^{2}|b|^{2} \quad \text { for all } a \in \mathbb{R}^{N}, b \in \mathbb{R}^{n} \tag{3.29}
\end{equation*}
$$

By routine means, one finds that if $F \in \mathrm{C}^{2}\left(\mathbb{R}^{N \times n}\right)$ satisfies (H1) and (H2) or (H2) ${ }_{p}$, respectively, then $\mathbb{A}=F^{\prime \prime}(w)$ satisfies (3.29) for all $w \in \mathbb{R}^{N \times n}$ with $|w| \leqslant m$, where $\lambda, \Lambda>0$ both solely depend on $p, q, m, \ell_{m}, L, n$, and $N$. We conclude this preliminary section by recording an auxiliary theorem on the solvability and regularity for Legendre-Hadamard elliptic systems:

Lemma 3.8 ([107, Lem. 15.2.1], [36, Prop. 2.10]). Let $1<p<\infty, x_{0} \in \mathbb{R}^{N}$ and $R>0$. Furthermore, assume that $v \in \mathrm{~W}^{1-\frac{1}{p}, p}\left(\partial \mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ and $T \in \mathrm{~L}^{p}\left(\mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$. Given a bilinear form $\mathbb{A}$ on $\mathbb{R}^{N \times n}$ satisfying (3.29) for some $0<\lambda \leqslant \Lambda<\infty$, the following hold:
(a) There exists a unique weak solution $h \in\left(\mathrm{~W}_{v}^{1, p} \cap \mathrm{C}^{\infty}\right)\left(\mathrm{B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ of the system

$$
\begin{cases}-\operatorname{div}(\mathbb{A} \nabla h)=0 & \text { in } \mathrm{B}_{R}\left(x_{0}\right) \\ h=v & \text { on } \partial \mathrm{B}_{R}\left(x_{0}\right)\end{cases}
$$

and there exist $c=c(p, \lambda, \Lambda, n, N)>0$ and $C=C(p, \lambda, \Lambda, n, N)>0$ such that we have

$$
\begin{aligned}
\sum_{0 \leqslant i \leqslant 2} R^{i}\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|\nabla^{i} h\right|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} & \leqslant c\left(\left(f_{\partial \mathrm{B}_{R}\left(x_{0}\right)}|v|^{p} \mathrm{~d}^{n-1} x\right)^{\frac{1}{p}}\right. \\
& \left.+R^{1-\frac{1}{p}}\left(f_{\partial \mathrm{B}_{R}\left(x_{0}\right)} \int_{\partial \mathrm{B}_{R}\left(x_{0}\right)} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+p-2}} \mathrm{~d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{p}}\right)
\end{aligned}
$$

and, for all $\mathrm{B}_{r}(x) \Subset \mathrm{B}_{R}\left(x_{0}\right)$,

$$
\begin{equation*}
\sup _{\mathrm{B}_{r / 2}(x)}|D h|+r \sup _{\mathrm{B}_{r / 2}(x)}\left|D^{2} h\right| \leqslant C f_{\mathrm{B}_{3 r / 4}(x)}|D h| \mathrm{d} y . \tag{3.30}
\end{equation*}
$$

(b) There exists a unique weak solution $h \in\left(\mathrm{~W}_{0}^{1, p} \cap \mathrm{~W}^{2, p}\right)\left(\mathrm{B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ of the system

$$
\begin{cases}-\operatorname{div}(\mathbb{A} \nabla h)=T & \text { in } \mathrm{B}_{R}\left(x_{0}\right) \\ h=0 & \text { on } \partial \mathrm{B}_{R}\left(x_{0}\right),\end{cases}
$$

and there exists $c=c(p, \lambda, \Lambda, n, N)>0$ such that we have

$$
\sum_{0 \leqslant i \leqslant 2} R^{i-2}\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|\nabla^{i} h\right|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \leqslant c\left(f_{\mathrm{B}_{R}\left(x_{0}\right)}|T|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}
$$

## 4. Trace-preserving operators and Fubini-type theorems

For our future purposes we now provide a construction of a trace-preserving operator on BV. This appears as a slight modification of the operator introduced by FONSECA \& MALÝ [66] in the higher order Sobolev case and is reminiscent of the usual WHITNEY smoothing procedure [130]. Since this operator and modifications thereof take a central role in the paper, both in the quest of good minimising sequences, Fubini-type properties, the Euler-Lagrange system through the Mazur-type lemma and in the proof of the Caccioppoli inequality, we give here the detailled construction. As a technical novelty, our approach mostly only uses properties of finite dimensional function spaces, which should also prove useful in more general settings.

Let $\mathfrak{U} \subset \mathbb{R}^{n}$ be open and let $\left(\mathrm{B}^{i}\right)=\left(\mathrm{B}_{r_{i}}\left(x_{i}\right)\right)$ be a Whitney covering of $\mathfrak{U}$. By this we understand that there exist constants $c>0, \Lambda>0$ and $N \in \mathbb{N}$ such that
(W1) $\bigcup_{i \in \mathbb{N}} \mathrm{~B}^{i}=\mathfrak{U}$,
(W2) for each $i_{0} \in \mathbb{N}$ there are at most N indices $i \in \mathbb{N}$ such that $\mathrm{B}^{i_{0}} \cap \mathrm{~B}^{i} \neq \emptyset$ and $\Lambda \mathrm{B}^{i_{0}} \cap \Lambda \mathrm{~B}^{i} \neq \emptyset$. Moreover, denoting $\mathcal{N}\left(i_{0}\right):=\left\{i \in \mathbb{N}: \mathrm{B}^{i} \cap \mathrm{~B}^{i_{0}} \neq \emptyset\right\}$, we have $\bigcup_{i \in \mathcal{N}\left(i_{0}\right)} \mathrm{B}^{i} \subset \Lambda \mathrm{~B}^{i_{0}} \Subset \mathfrak{U}$.
(W3) whenever $i, j \in \mathbb{N}$ are such that $\mathrm{B}^{i} \cap \mathrm{~B}^{j} \neq \emptyset$, then we have

$$
\mathscr{L}^{n}\left(\mathrm{~B}^{i} \cap \mathrm{~B}^{j}\right) \geq \frac{1}{c} \max \left\{\mathscr{L}^{n}\left(\mathrm{~B}^{i}\right), \mathscr{L}^{n}\left(\mathrm{~B}^{j}\right)\right\}
$$

In particular, if $\mathrm{B}^{i} \cap \mathrm{~B}^{j} \neq \emptyset$, then $\frac{1}{c} r_{i} \leqslant r_{j} \leqslant c r_{i}$.
(W4) $\frac{1}{c} r_{i} \leqslant \operatorname{dist}\left(\Lambda \mathrm{~B}^{i}, \mathfrak{U}^{\mathrm{C}}\right)<c r_{i}$ for all $i \in \mathbb{N}$.
Consequently, we may choose a partition of unity $\left(\rho_{i}\right) \subset \mathrm{C}_{c}^{\infty}(\mathfrak{U} ;[0,1])$ with
(W6) $\operatorname{spt}\left(\rho_{i}\right) \subset \mathrm{B}^{i}$ for all $i \in \mathbb{N}$,
(W7) $\sum_{i \in \mathbb{N}} \rho_{i} \equiv 1$ on $\mathfrak{U}$.
(W8) $\left|\nabla \rho_{i}\right| \leqslant \frac{c}{r_{i}}$ for all $i \in \mathbb{N}$.

Given $u \in \mathrm{~L}_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$, we lastly define $\mathbb{E}_{\mathfrak{U} u} u: \mathfrak{U} \rightarrow \mathbb{R}^{N}$ and $\widetilde{\mathbb{E}}_{\mathfrak{U}} u: \mathfrak{U} \rightarrow \mathbb{R}^{N}$ by

$$
\begin{align*}
\mathbb{E}_{\mathfrak{U} u} u:=\sum_{i \in \mathbb{N}} \rho_{i} u_{i}:=\sum_{i \in \mathbb{N}} \rho_{i} f_{\mathrm{B}^{i}} u \mathrm{~d} x  \tag{4.1}\\
\widetilde{\mathbb{E}}_{\mathfrak{U}} u:=\sum_{i \in \mathbb{N}} \rho_{i} \Pi_{\mathrm{B}^{i}}^{1} u
\end{align*}
$$

with the first order averaged Taylor polynomial $\Pi_{\Lambda B^{i}}^{1} u$, cf. (3.15). The most instrumental features of these operators are summarised in the following lemma:

Lemma 4.1 (Boundedness properties of $\mathbb{E}$ and $\widetilde{\mathbb{E}}$ ). Let $\Omega \subset \mathbb{R}^{n}$ be open and $\mathfrak{U} \subset \Omega$ be an open ball or annulus, respectively, and let $u \in \operatorname{BV}_{\operatorname{loc}}\left(\Omega ; \mathbb{R}^{N}\right)$. For each $1 \leqslant q<\infty$ there exists a constant $c=c(n, N, q)>0$ such that the following hold for $\mathbb{G} \in\left\{\mathbb{E}_{\mathfrak{U}}, \widetilde{\mathbb{E}}_{\mathfrak{U}}\right\}$ :
(a) For all $i_{0} \in \mathbb{N}, x \in \mathrm{~B}^{i_{0}}$ and $j \in\{0,1\}$ we have

$$
\begin{align*}
& \left|\nabla^{j} \mathbb{G} u(x)\right| \leqslant c f_{\Lambda \mathrm{B}^{i_{0}}}\left|D^{j} u\right| \\
& \left(f_{\mathrm{B}^{i_{0}}}\left|\nabla^{j} \mathbb{G} u\right|^{q} \mathrm{~d} y\right)^{\frac{1}{q}} \leqslant c f_{\Lambda \mathrm{B}^{i_{0}}}\left|D^{j} u\right| \tag{4.2}
\end{align*}
$$

(b) $\mathrm{L}^{q}$-(gradient) stability: We have

$$
\begin{equation*}
\int_{\mathfrak{U}}\left|\nabla^{j} \mathbb{G} u\right|^{q} \mathrm{~d} x \leqslant c \int_{\mathfrak{U}}\left|D^{j} u\right|^{q}, \tag{4.3}
\end{equation*}
$$

where the right-hand side might be infinite. In consequence, for each $1 \leqslant q<\infty, \mathbb{G}$ is a bounded linear operator

$$
\begin{aligned}
& \mathbb{G}: \mathrm{BV}\left(\mathfrak{U} ; \mathbb{R}^{N}\right) \rightarrow \mathrm{BV}\left(\mathfrak{U} ; \mathbb{R}^{N}\right), \\
& \mathbb{G}: \mathrm{W}^{1, q}\left(\mathfrak{U} ; \mathbb{R}^{N}\right) \rightarrow \mathrm{W}^{1, q}\left(\mathfrak{U} ; \mathbb{R}^{N}\right)
\end{aligned}
$$

and is trace-preserving in the sense that $\operatorname{tr}_{\partial \mathfrak{U}}(u-\mathbb{G} u)=0$ holds $\mathscr{H}^{n-1}$-a.e. on $\partial \mathfrak{U}$.
(c) In case $\mathbb{G}=\widetilde{\mathbb{E}}_{\mathfrak{U}}, \mathbb{G}$ is the identity on the affine-linear maps.
(d) Let $x_{0} \in \Omega$ and $0<r<s<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$. Given $1 \leqslant q<\frac{n}{n-1}$, there exist constants $c=c(n, N, q)>0$ with $c(n, N, q) \nearrow \infty$ as $q \nearrow \frac{n}{n-1}$ and $\lambda=\lambda(n)>1$ such that the following hold: For all $0<\varepsilon<s-r$ we have with $\delta_{0}:=\delta_{0}(\varepsilon):=\min \{s-r, \lambda \varepsilon\}$ for $j \in\{0,1\}$

$$
\int_{\left(\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right)_{\varepsilon}^{\mathrm{C}}}\left|\nabla^{j} \mathbb{G} u\right| \mathrm{d} x \leqslant c(s-r) \sup _{0<\delta<\delta_{0}}\left(\frac{1}{\delta} \int_{\left(\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right)_{\delta}^{\mathrm{C}}}\left|D^{j} u\right|\right)
$$

$$
\begin{align*}
\left(\int_{\left(\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right)_{\varepsilon}^{\mathbf{0}}}\left|\nabla^{j} \mathbb{G} u\right|^{q} \mathrm{~d} x\right)^{\frac{1}{q}} & \leqslant c(s-r)^{\frac{n}{q}-n+1} \times  \tag{4.4}\\
& \times \sup _{0<\delta<\delta_{0}}\left(\frac{1}{\delta} \int_{\left(\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right)_{\delta}^{\mathrm{d}}}\left|D^{j} u\right|\right)
\end{align*}
$$

(e) Let $x_{0} \in \Omega$ and $0<r<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$. Given $1 \leqslant q<\frac{n}{n-1}$, there exist constants $c=c(n, N, q)>0$ with $c(n, N, q) \nearrow \infty$ as $q \nearrow \frac{n}{n-1}$ and $0<\varepsilon<\frac{r}{2}$ we have for $j \in\{0,1\}$

$$
\begin{align*}
& \int_{\mathrm{B}_{r}\left(x_{0}\right)}\left|\nabla^{j} \mathbb{G} u\right| \mathrm{d} x \leqslant c \frac{r}{\varepsilon} \int_{\mathrm{B}_{r}\left(x_{0}\right)}\left|D^{j} u\right| \\
& +c r \sup _{0<\delta<\varepsilon}\left(\frac{1}{\delta} \int_{\left(\mathrm{B}_{r}\left(x_{0}\right)\right)_{\delta}^{\text {¢ }}}\left|D^{j} u\right|\right), \\
& \left(\int_{\mathrm{B}_{r}\left(x_{0}\right)}\left|\nabla^{j} \mathbb{G} u\right|^{q} \mathrm{~d} x\right)^{\frac{1}{q}} \leqslant c \frac{r^{n \frac{1-q}{q}+1}}{\varepsilon}\left(\int_{\mathrm{B}_{r}\left(x_{0}\right)}\left|D^{j} u\right|\right)  \tag{4.5}\\
& +c r^{\frac{n}{q}-n+1} \sup _{0<\delta<\varepsilon}\left(\frac{1}{\delta} \int_{\left(\mathrm{B}_{r}\left(x_{0}\right)\right)_{\delta}^{\mathrm{C}}}\left|D^{j} u\right|\right) .
\end{align*}
$$

Here we have used the convention $U_{\delta}:=\{x \in U: \operatorname{dist}(x, \partial U)>\delta\}$ and $U_{\delta}^{\complement}:=U \backslash U_{\delta}$ for any set $U \subset \mathbb{R}^{n}$.

Proof. We focus on $\mathbb{G}=\widetilde{\mathbb{E}}_{\mathfrak{U}}$, the estimates for $\mathbb{E}_{\mathfrak{U}}$ being similar but easier. Ad (a). Let $x \in \mathrm{~B}^{i_{0}}$. By (W3), if $i \in \mathcal{N}\left(i_{0}\right)$, then $r_{i}$ and $r_{i_{0}}$ are uniformly proportional, $r_{i} \sim r_{0}$. Then we have

$$
\begin{aligned}
\left|\widetilde{\mathbb{U}}_{\mathfrak{U}} u(x)\right| & \leqslant \sum_{i \in \mathcal{N}\left(i_{0}\right)} \rho_{i}(x)\left\|\Pi_{\mathrm{B}^{i}}^{1} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i}\right)} \stackrel{(3.16)_{1}}{\leqslant} c \sum_{i \in \mathcal{N}\left(i_{0}\right)} \rho_{i}(x) f_{\mathrm{B}^{i}}|u| \mathrm{d} y \\
& \leqslant c \sum_{i \in \mathcal{N}\left(i_{0}\right)} \rho_{i}(x) f_{\Lambda \mathrm{B}^{i_{0}}}|u| \mathrm{d} y=c f_{\Lambda \mathrm{B}^{i_{0}}}|u| \mathrm{d} y
\end{aligned}
$$

since the radii of two balls $\mathrm{B}^{i}$ and $\mathrm{B}^{i_{0}}$ with $i \in \mathcal{N}\left(i_{0}\right)$ are uniformly comparable by (W3), and $\left|\mathcal{N}\left(i_{0}\right)\right| \leqslant \mathrm{N}, \bigcup_{i \in \mathcal{N}\left(i_{0}\right)} \mathrm{B}^{i} \subset \Lambda \mathrm{~B}^{i_{0}}$ by (W2). This settles (4.2) ${ }_{1}$ for $j=0 ;(4.2)_{2}$ then follows by integrating (4.2) $)_{1}$ over $\mathrm{B}^{i_{0}}$ and Jensen's inequality. For the case $j=1$, observe that since $\sum_{i} \rho_{i}=1$ in $\mathfrak{U}$, we have by the finite overlap of the Whitney balls that $\nabla\left(\sum_{i} \rho_{i} \Pi_{\mathrm{B}^{i}{ }_{0}}^{0} u\right)=0$ in $\mathfrak{U}$. In consequence,

$$
\begin{aligned}
& \left|\nabla \widetilde{\mathbb{E}}_{\mathfrak{U}} u(x)\right| \leqslant\left|\nabla\left(\sum_{i \in \mathcal{N}\left(i_{0}\right)} \rho_{i}(x)\left(\Pi_{\mathrm{B}^{i} 0}^{0} u(x)-\Pi_{\mathrm{B}^{i}}^{1} u(x)\right)\right)\right| \\
& \quad(\mathrm{W} 8) \\
& \quad \leqslant c \sum_{i \in \mathcal{N}\left(i_{0}\right)}\left(\frac{\left\|\Pi_{\mathrm{B}^{i_{0}}}^{0} u-\Pi_{\mathrm{B}^{i}}^{1} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i 0} \cap \mathrm{~B}^{i}\right)}}{r_{i}}+\left\|\nabla \Pi_{\mathrm{B}^{i}}^{1} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i_{0}} \cap \mathrm{~B}^{i}\right)}\right) \\
& \quad=: c \sum_{i \in \mathcal{N}\left(i_{0}\right)}\left(\mathrm{I}_{i}^{(1)}+\mathrm{I}_{i}^{(2)}\right) .
\end{aligned}
$$

For the estimation of $\mathrm{I}_{i}^{(1)}$, first note that by (W3) and the equivalence of all norms on finite dimensional spaces, we have

$$
\begin{equation*}
\|\pi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i 0} \cap \mathrm{~B}^{i}\right)} \leqslant c f_{\mathrm{B}^{i} 0 \cap \mathrm{~B}^{i}}|\pi| \mathrm{d} y \tag{4.6}
\end{equation*}
$$

for all polynomials $\pi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ of degree one, with $c>0$ solely depending on $n$ and $N$. Therefore, whenever $i \in \mathcal{N}\left(i_{0}\right)$,

$$
\begin{aligned}
& \frac{\left.\left\|\Pi_{\mathrm{B}^{i 0}}^{0} u-\Pi_{\mathrm{B}^{i}}^{1} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i} 0\right.} \cap \mathrm{B}^{i}\right)}{r_{i}} \leqslant \frac{\left.\left\|\Pi_{\mathrm{B}^{i} 0}^{0} u-\Pi_{\mathrm{B}^{i} u}^{0} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i 0} \cap\right.} \mathrm{B}^{i}\right)}{r_{i}}+\frac{\left\|\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{0} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i}\right)}}{r_{i}} \\
& \stackrel{(4.6),(3.16)_{3}}{\leqslant} \frac{c}{r_{i}} f_{\mathrm{B}^{i} 0 \cap \mathrm{~B}^{i}} \left\lvert\, \Pi_{\mathrm{B}^{i 0}}^{0} u-\Pi_{\mathrm{B}^{i} u \mid}^{0} u \mathrm{~d} y+c \frac{|D u|\left(\mathrm{B}^{i}\right)}{r_{i}^{n}}\right. \\
& \leqslant \frac{c}{r_{i}} f_{\mathrm{B}^{i 0} \cap \mathrm{~B}^{i}}\left|\Pi_{\mathrm{B}^{i} 0}^{0} u-u\right| \mathrm{d} y+\frac{c}{r_{i}} f_{\mathrm{B}^{i 0} \cap \mathrm{~B}^{i}}\left|\Pi_{\mathrm{B}^{i}}^{0} u-u\right| \mathrm{d} y \\
& +c \frac{|D u|\left(\mathrm{B}^{i}\right)}{r_{i}^{n}} \\
& \stackrel{(\mathrm{~W} 3)}{\leqslant} \frac{c}{r_{i}} f_{\mathrm{B}^{i 0}}\left|\Pi_{\mathrm{B}^{i 0}}^{0} u-u\right| \mathrm{d} y+\frac{c}{r_{i}} f_{\mathrm{B}^{i}}\left|\Pi_{\mathrm{B}^{i}}^{0} u-u\right| \mathrm{d} y \\
& +c \frac{|D u|\left(\mathrm{B}^{i}\right)}{r_{i}^{n}} \\
& \stackrel{(\mathrm{~W} 3),(3.17)}{\leqslant} c f_{\Lambda \mathrm{B}^{i_{0}}}|D u|,
\end{aligned}
$$

whereby (W2) implies

$$
\begin{equation*}
\sum_{i \in \mathcal{N}\left(i_{0}\right)} \mathrm{I}_{i}^{(1)} \leqslant c f_{\Lambda \mathrm{B}^{i_{0}}}|D u| . \tag{4.7}
\end{equation*}
$$

For $\mathrm{I}_{i}^{(2)}$, we use (3.16) ${ }_{2}$, (W2) and (W4) to infer

$$
\begin{equation*}
\sum_{i \in \mathcal{N}\left(i_{0}\right)} \mathrm{I}_{i}^{(2)} \stackrel{(3.16)_{2}}{\leqslant} c \sum_{i \in \mathcal{N}\left(i_{0}\right)} f_{\mathrm{B}^{i}}|D u| \stackrel{(\mathrm{W} 2),(\mathrm{W} 4)}{\leqslant} c f_{\Lambda \mathrm{B}^{i 0}}|D u|, \tag{4.8}
\end{equation*}
$$

and combining (4.7) and (4.8) yields (4.2) $)_{1}$ for $j=1$, and then (4.2) $)_{2}$ for $j=1$ follows by integrating over $\mathrm{B}^{i_{0}}$ and Jensen's inequality. Ad (b). The boundedness follows at once from $(4.2)_{1}$ by integrating over $\mathfrak{U}$ and using the finite overlap of the Whitney balls $\mathrm{B}^{i}$, cf. (W2). On the other hand, for any finite index set $\mathcal{I} \subset \mathbb{N}, x \mapsto \sum_{i \in \mathcal{I}} \rho_{i} \Pi_{\mathrm{B}^{i}}^{1} u$ belongs to $\mathrm{C}_{c}^{\infty}\left(\mathfrak{U} ; \mathbb{R}^{N}\right)$, and (W4) implies that $i \rightarrow \infty$ is equivalent to $\operatorname{dist}\left(\Lambda \mathrm{B}^{i}, \mathfrak{U}^{\complement}\right) \rightarrow 0$. For each $m_{0} \in \mathbb{N}$, we thus find $\varepsilon>0$ such that $\bigcup_{m=m_{0}}^{\infty} \Lambda \mathrm{B}^{m} \subset \mathfrak{U}_{\varepsilon}^{\complement}$, and $\varepsilon \rightarrow 0$ as $m_{0} \rightarrow \infty$. In consequence, for an arbitrary $m_{0} \in \mathbb{N}$, we find by $u=\sum_{i \in \mathbb{N}} \rho_{i} u$ that

$$
\begin{aligned}
& \int_{\cup_{m=m_{0}}^{\infty} \mathrm{B}^{m}}\left|u-\widetilde{\mathbb{E}}_{\mathfrak{U}} u\right| \mathrm{d} x \leqslant c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathbb{N}} \int_{\mathrm{B}^{m}}\left|\rho_{i}\left(u-\Pi_{\mathrm{B}^{i}}^{1} u\right)\right| \mathrm{d} x \\
&(\mathrm{~W} 2),(\mathrm{W} 6) \\
& \leqslant c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathcal{N}(m)} \int_{\mathrm{B}^{i}}\left|\rho_{i}\left(u-\Pi_{\mathrm{B}^{i}}^{1} u\right)\right| \mathrm{d} x \\
&(3.16)_{1},(\mathrm{~W} 2),(\mathrm{W} 6) \\
& \leqslant c \sum_{m=m_{0}}^{\infty}\|u\|_{\mathrm{L}^{1}\left(\Lambda \mathrm{~B}^{m}\right)} \leqslant c \int_{\mathfrak{U}_{\varepsilon}^{0}}|u| \mathrm{d} x \rightarrow 0
\end{aligned}
$$

as $m_{0} \rightarrow \infty$. Moreover, using a similar argument as in the estimation of $\mathrm{I}^{(i)}$ from above,

$$
\begin{aligned}
& \left|D\left(u-\widetilde{\mathbb{E}}_{\mathfrak{U}} u\right)\right|\left(\bigcup_{m=m_{0}}^{\infty} \mathrm{B}^{m}\right) \leqslant c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathbb{N}} \int_{\mathrm{B}^{m}}\left|D\left(\rho_{i}\left(u-\Pi_{\mathrm{B}^{i}}^{1} u\right)\right)\right| \\
& \stackrel{(\mathrm{W} 2),(\mathrm{W} 6)}{\leqslant} c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathcal{N}(m)}\left(\int_{\mathrm{B}^{i}}\left|\frac{u-\Pi_{\mathrm{B}^{i}}^{1} u}{r_{i}}\right| \mathrm{d} x+\int_{\mathrm{B}^{i}}|D u|+r_{i}^{n}\left\|\nabla \Pi_{\mathrm{B}^{i}}^{1} u\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i}\right)}\right) \\
& \stackrel{(3.16)_{2}}{\leqslant} c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathcal{N}(m)}\left(\int_{\mathrm{B}^{i}}\left|\frac{u-\Pi_{\mathrm{B}^{i}}^{0} u}{r_{i}}\right| \mathrm{d} x+\int_{\mathrm{B}^{i}}\left|\frac{\Pi_{\mathrm{B}^{i}}^{0} u-\Pi_{\mathrm{B}^{i}}^{1} u}{r_{i}}\right| \mathrm{d} x+\int_{\mathrm{B}^{i}}|D u|\right) \\
& \stackrel{(3.17),(3.16)_{3}}{\leqslant} c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathcal{N}(m)} \int_{\mathrm{B}^{i}}|D u| \\
& \stackrel{(\mathrm{W} 2)}{\leqslant} c \sum_{m=m_{0}}^{\infty} \int_{\Lambda \mathrm{B}^{m}}|D u| \leqslant c \int_{\mathfrak{U}_{\varepsilon}^{\mathbb{C}}}|D u| \rightarrow 0
\end{aligned}
$$

for some $\varepsilon=\varepsilon\left(m_{0}\right)>0$ with $\varepsilon \rightarrow 0$ as $m_{0} \rightarrow \infty$. By the continuity properties of the boundary trace operator on BV, this implies that $\operatorname{tr}_{\partial \mathfrak{U}}\left(u-\mathbb{E}_{\mathfrak{U}} u\right)=0 \mathscr{H}^{n-1}$-a.e. on $\partial \mathfrak{U}$. This establishes (b). Ad (c). This follows from $\Pi_{\mathrm{B}}^{1} a=a$ for any affine-linear map $a$, which is a direct consequence of the definition of the averaged Taylor polynomials. Ad (d). Let $\mathfrak{U}:=$ $\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)$. Our focus is on (4.4) $)_{2},(4.4)_{1}$ following by analogous means. We define for $m \in \mathbb{N}_{0}$

$$
\begin{equation*}
\mathcal{I}^{m}:=\left\{i \in \mathbb{N}: 2^{-m-1}(s-r) \leqslant r_{i}<2^{-m}(s-r)\right\}, \tag{4.9}
\end{equation*}
$$

and note that by $(\mathrm{W} 2)$ and $(\mathrm{W} 4)$, there exists $c^{\prime}=c^{\prime}(n)>1$ such that $\bigcup_{i \in \mathcal{I}^{m}} \Lambda \mathrm{~B}^{i} \subset S^{m}$, where the annulus

$$
S^{m}:=\left\{x \in \mathfrak{U}: \frac{1}{c^{\prime}} 2^{-m}(s-r)<\operatorname{dist}(x, \partial \mathfrak{U}) \leqslant c^{\prime} 2^{-m}(s-r)\right\}
$$

has width uniformly proportional to its distance to $\partial \mathfrak{U}$. Given $0<\varepsilon<s-r$, we choose the maximal $m_{0} \in \mathbb{N}_{0}$ such that $\mathfrak{U}_{\varepsilon}^{\subset} \subset \bigcup_{m=m_{0}}^{\infty} \bigcup_{i \in \mathcal{I}^{m}} \mathrm{~B}^{i}$. By construction, we thus find $\lambda=\lambda(n)>1$ such that $S^{m} \subset \mathfrak{U}_{\lambda \varepsilon}^{\mathcal{C}}$ for all $m \geq m_{0}$. By the uniformly finite overlap of the


FIGURE 1. Schematic display of the Whitney coverings underlying the $L^{1}$ or $\mathrm{L}^{q}$-(gradient) bounds of Lemma 4.1 (d) (annular region) and (e) (inner ball around $x_{0}$ ). Balls close to $\partial \mathrm{B}_{r}\left(x_{0}\right)$ (at distance $\delta_{0}$ or $\varepsilon$, respectively), are controlled by the spherical maximal condition on $|D u|$ whereas balls far away from the boundary are controlled by stability estimates.

Whitney balls and the width of $S^{m}$ being uniformly proportional to its distance to $\partial \mathfrak{U}$, we have with $\delta_{0}:=\min \{s-r, \lambda \varepsilon\}$

$$
\begin{aligned}
& \int_{\left(\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right)_{\varepsilon}^{\mathrm{C}}}\left|\nabla \widetilde{\mathbb{E}}_{\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)} u\right|^{q} \mathrm{~d} x \stackrel{(4.2)_{2}}{\leqslant} c \sum_{m=m_{0}}^{\infty} \sum_{i \in \mathcal{I}^{m}} r_{i}^{n(1-q)}\left(\int_{\Lambda \mathrm{B}^{i}}|D u|\right)^{q} \\
& \stackrel{\ell^{1} \hookrightarrow \ell^{q}}{\leqslant} c\left(\sum_{m=m_{0}}^{\infty} \sum_{i \in \mathcal{I}^{m}} r_{i}^{n\left(\frac{1}{q}-1\right)} \int_{\Lambda \mathrm{B}^{i}}|D u|\right)^{q} \\
& \leqslant c\left(\sum_{m=m_{0}}^{\infty}\left(\frac{s-r}{2^{m}}\right)^{n\left(\frac{1}{q}-1+\frac{1}{n}\right)} \frac{2^{m}}{s-r} \sum_{i \in \mathcal{I}^{m}} \int_{\Lambda \mathrm{B}^{i}}|D u|\right)^{q} \\
& \leqslant c\left(\sum_{m=m_{0}}^{\infty}\left(\frac{s-r}{2^{m}}\right)^{n\left(\frac{1}{q}-1+\frac{1}{n}\right)} \frac{2^{m}}{s-r} \int_{S^{m}}|D u|\right)^{q} \\
& \leqslant c(s-r)^{n\left(1-q+\frac{q}{n}\right)}\left(\sup _{0<\delta<\delta_{0}} \frac{1}{\delta} \int_{\mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{s-\delta}\left(x_{0}\right)}|D u|+\right. \\
&\left.+\sup _{0<\delta<\delta_{0}} \frac{1}{\delta} \int_{\mathrm{B}_{r+\delta}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)}|D u|\right)^{q}
\end{aligned}
$$

where $c(n, N, \mathrm{~N}, q, \Lambda)>0$ is a constant. Note that it is precisely at the ultimate chain of inequalities where we require the assumption $1 \leqslant q<\frac{n}{n-1}$ as otherwise the geometric series in the penultimate line does not converge. Passing to the $q$-th root on both sides, (4.4) $)_{2}$ follows. Ad (e). Here, $\mathfrak{U}=\mathrm{B}_{r}\left(x_{0}\right)$. Similarly as for (d), we define for $m \in \mathbb{N}_{0}$

$$
\mathcal{I}_{m}:=\left\{i \in \mathbb{N}: 2^{-m-1} r \leqslant r_{i}<2^{-m} r\right\}
$$

so that by (W2) and (W4) there exists $c^{\prime \prime}=c^{\prime \prime}(n)>1$ such that with

$$
S_{m}:=\left\{x \in \mathfrak{U}: \frac{1}{c^{\prime \prime}} 2^{-m} r<\operatorname{dist}(x, \partial \mathfrak{U}) \leqslant c^{\prime \prime} 2^{-m} r\right\}
$$

we have $\bigcup_{i \in \mathcal{I}_{m}} \Lambda \mathrm{~B}^{i} \subset S_{m}$ for all $m \in \mathbb{N}_{0}$. We choose the minimal $m_{0} \in \mathbb{N}$ such that $\bigcup_{m=m_{0}+1}^{\infty} \bigcup_{i \in \mathcal{I}_{m}}^{\infty} \Lambda \mathrm{B}^{i} \subset \mathfrak{U}_{\varepsilon}^{\complement}$, so that $2^{-m_{0}} r$ is uniformly proportional to $\varepsilon$, so $\frac{1}{c} \varepsilon \leqslant 2^{-m_{0}} r \leqslant$
$c \varepsilon$ for some $c=c(n)>1$. We then split

$$
\int_{\mathrm{B}_{r}\left(x_{0}\right)}\left|\nabla \widetilde{\mathbb{E}}_{\mathfrak{U} u} u\right|^{q} \mathrm{~d} x \leqslant c\left(\sum_{m=0}^{m_{0}} \sum_{i \in \mathcal{I}_{m}}+\sum_{m=m_{0}+1}^{\infty} \sum_{i \in \mathcal{I}_{m}}\right) \int_{\mathrm{B}^{i}}\left|\nabla \widetilde{\mathbb{E}}_{\mathfrak{U}} u\right|^{q} \mathrm{~d} x=: \mathrm{I}+\mathrm{II}
$$

For both terms we may adapt the estimation in the proof of (d), and we only indicate the modifications. For term I, we obtain similarly as above

$$
\begin{gathered}
\mathrm{I} \leqslant c\left(\sum_{m=0}^{m_{0}}\left(2^{-m} r\right)^{n \frac{1-q}{q}}\left(2^{-m} r\right)\left(\frac{2^{m}}{r} \sum_{i \in \mathcal{I}_{m}} \int_{\Lambda \mathrm{B}^{i}}|D u|\right)\right)^{q} \\
m \leqslant m_{0}, 2^{-m_{0}} r \sim \varepsilon \\
\leqslant \\
\leqslant\left(\sum_{m=0}^{m_{0}}\left(2^{-m}\right)^{n \frac{1-q}{q}+1}\right)^{q}\left(\int_{\mathrm{B}_{r}\left(x_{0}\right)}|D u|\right)^{q} \frac{r^{n(1-q)+q}}{\varepsilon^{q}}
\end{gathered}
$$

and since the final sum converges, we obtain the first term on the right hand side of (4.5). For the second term, we may follow the same argument as in (d), now invoking $S_{m}$ instead of $S^{m}$. Adding both estimates consequently yields (e). The proof is complete.

To set up the comparison argument for the partial regularity proof later on, we require a Fubini-type property of BV-maps. In [82] we approached this matter by the fact that for $u \in \mathrm{BV}_{\text {loc }}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ the restrictions $\left.u\right|_{\partial \mathrm{B}_{r}\left(x_{0}\right)}$ belong to $\mathrm{BV}\left(\partial \mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ for $\mathscr{L}^{1}$-a.e. $r>0$; if $n=2$, the failure of the sharp fractional Sobolev embedding of $\mathrm{BV}\left(\partial \mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ into $\mathrm{W}^{s, p}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ for $s p=1$ then necessitates an argument via intermediate Nikolskiĭ estimates and re-embedding the Nikolskiĭ- into fractional Sobolev spaces. We thus pause and give a self-contained proof of the following scaled Fubini-type theorem, which solely hinges on the trace-preserving extension operator from Lemma 4.1 and is applicable to all $n \geq 2$ :

Corollary 4.2 (of Fubini-type). Let $n \geq 2$ and $x_{0} \in \mathbb{R}^{n}$. Then the following hold:
(a) Let $1<\vartheta<\frac{n}{n-1}$. There exists a constant $C=C(n, N, \vartheta)>0$ such that the following holds for all $u \in \mathrm{BV}_{\mathrm{loc}}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right):$ For every $R_{0}>0$ and every $N \subset\left(\frac{9}{10} R_{0}, R_{0}\right)$ with $\mathscr{L}^{1}(N)=0$ there exists $R \in\left(\frac{9}{10} R_{0}, R_{0}\right) \backslash N$ such that $\mathcal{M} D u\left(x_{0}, R\right)<\infty$, $\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)} u \in \mathrm{~W}^{1-1 / \vartheta, \vartheta}\left(\partial \mathrm{B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, and we have

$$
\begin{aligned}
\left(f_{\partial \mathrm{B}_{R}\left(x_{0}\right)} \int_{\partial \mathrm{B}_{R}\left(x_{0}\right)} \frac{\left|\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(u)(x)-\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(u)(y)\right|^{\vartheta}}{|x-y|^{n-2+\vartheta}}\right. & \left.\mathrm{d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{\vartheta}} \\
& \leqslant C R_{0}^{\frac{1}{\vartheta}} f_{\overline{\mathrm{B}}_{R_{0}}\left(x_{0}\right)}|D u|
\end{aligned}
$$

(b) Let $1<p<\infty$ and $p<\vartheta_{p}<\frac{n p}{n-1}$. There exists a constant $C=C\left(n, N, p, \vartheta_{p}\right)>$ 0 such that the following hold for all $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ : For every $R_{0}>0$ and every $N \subset\left(\frac{9}{10} R_{0}, R_{0}\right)$ with $\mathscr{L}^{1}(N)=0$ there exists $R \in\left(\frac{9}{10} R_{0}, R_{0}\right) \backslash N$ such that $\mathcal{M}\left(|\nabla u|^{p} \mathscr{L}^{n}\right)\left(x_{0}, R\right)<\infty, \operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)} u \in \mathrm{~W}^{1-1 / \vartheta_{p}, \vartheta_{p}}\left(\partial \mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, and we have

$$
\begin{array}{r}
\left(f_{\partial \mathrm{B}_{R}\left(x_{0}\right)} \int_{\partial \mathrm{B}_{R}\left(x_{0}\right)} \frac{\left|\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(u)(x)-\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(u)(y)\right|^{\vartheta_{p}}}{|x-y|^{n-2+\vartheta_{p}}} \mathrm{~d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{\vartheta_{p}}} \\
\leqslant C R_{0}^{\frac{1}{\vartheta_{p}}}\left(f_{\mathrm{B}_{R_{0}}\left(x_{0}\right)}|\nabla u|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \tag{4.11}
\end{array}
$$

Specifically, whenever we have $\mathcal{M} D u\left(x_{0}, r\right)<\infty$ in the setting of (a) or $\mathcal{M}\left(|\nabla u|^{p} \mathscr{L}^{n}\right)\left(x_{0}, r\right)<$ $\infty$ in the setting of $(\mathrm{b})$, then $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$.
Proof. Ad (a). Let $x_{0} \in \mathbb{R}^{n}$. We write $\mathrm{B}_{r}:=\mathrm{B}_{r}\left(x_{0}\right)$ in the sequel and put $w:=u-(u)_{\mathrm{B}_{R_{0}}}$. Fix an exponent $1<\vartheta<\frac{n}{n-1}$. Because of $D w \in \operatorname{RM}\left(\mathbb{R}^{n} ; \mathbb{R}^{N \times n}\right)$, the set $E:=\{t \in$ $\left.\left(\frac{9}{10} R_{0}, R_{0}\right): \mathcal{M} D w\left(x_{0}, t\right)=\infty\right\} \cup N$ is negligible for $\mathscr{L}^{1}$. For any $t \in\left(\frac{9}{10} R_{0}, R_{0}\right) \backslash E$, (3.22) and (3.7) imply that $\mathscr{H}^{n-1}$-a.e. $x \in \partial \mathrm{~B}_{t}$ is an $\mathscr{L}^{n}$-Lebesgue point for $w$ and the single-sided traces $w^{+}:=\operatorname{tr}_{\partial \mathrm{B}_{t}}^{+}(w)$ and $w^{-}:=\operatorname{tr}_{\partial \mathrm{B}_{t}}^{-}(w)$ along $\partial \mathrm{B}_{t}$ coincide and equal $u^{+}-(u)_{\mathrm{B}_{R_{0}}}$; thus it suffices to establish estimate (4.10) for $w^{+}$along $\partial \mathrm{B}_{R}$ for some suitable $R$.

We apply Lemma 3.5 to $r=\frac{9}{10} R_{0}, s=R_{0}$ and $E$ as above. We then find $\frac{9}{10} R_{0}<\widetilde{r}<\widetilde{s}<$ $R_{0}$ such that $\widetilde{r}, \widetilde{s} \notin E$ and, with $\Theta(t):=\frac{1}{t}\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{t}\right)}+|D w|\left(\overline{\mathrm{B}}_{t}\right)$ for $t>0$,

$$
\begin{align*}
& \frac{\Theta(\widetilde{s})-\Theta(\tau)}{\widetilde{s}-\tau} \leqslant 8000 \frac{\Theta\left(R_{0}\right)-\Theta\left(\frac{9}{10} R_{0}\right)}{R_{0}} \quad \text { for all } \frac{9}{10} R_{0}<\tau<\widetilde{s} \\
& \frac{\Theta(\tau)-\Theta(\widetilde{r})}{\tau-\widetilde{r}} \leqslant 8000 \frac{\Theta\left(R_{0}\right)-\Theta\left(\frac{9}{10} R_{0}\right)}{R_{0}} \quad \text { for all } \widetilde{r}<\tau<R_{0}  \tag{4.12}\\
& \frac{1}{10} R_{0}=(s-r) \leqslant 8(\widetilde{s}-\widetilde{r}), \quad \text { so } \frac{R_{0}}{80} \leqslant(\widetilde{s}-\widetilde{r}) .
\end{align*}
$$

Next note that $(4.12)_{3}$ yields

$$
\left|\left(\widetilde{s}-\frac{R_{0}}{1000}\right)-\left(\widetilde{r}+\frac{R_{0}}{1000}\right)\right| \geq \frac{21}{2000} R_{0} \geq \frac{R_{0}}{1000}
$$

and so we may choose $\rho \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{R_{0}} ;[0,1]\right)$ with

$$
\begin{equation*}
\mathbb{1}_{\mathrm{B}_{\tilde{r}+\frac{R_{0}}{100}} \leqslant \rho \leqslant \mathbb{1}_{\mathrm{B}_{\tilde{\delta}-\frac{R_{0}}{100}}} \quad \text { and } \quad|\nabla \rho| \leqslant \frac{2000}{R_{0}} . . . . ~}^{\text {. }} \tag{4.13}
\end{equation*}
$$

We then put $v:=(1-\rho) \mathbb{E} w$, defined on $\mathrm{B}_{\tilde{s}}$, where $\mathbb{E}:=\mathbb{E}_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}}$ in the notation of Lemma 4.1. By our above discussion and since $\mathbb{E}$ is trace-preserving, the interior trace of $w$ along $\partial \mathrm{B}_{\widetilde{s}}$ then coincides with the boundary trace of $v$ on $\partial \mathrm{B}_{\widetilde{s}}$. Next note that for any $0<\delta<\widetilde{s}-\widetilde{r}$ we have

$$
\begin{align*}
& \frac{1}{\delta}\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{\tilde{s}} \backslash \mathrm{~B}_{\tilde{s}-\delta}\right)}=\frac{\widetilde{s}}{\delta}\left(\frac{\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{\tilde{s}}\right)}}{\widetilde{s}}-\frac{\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{\tilde{s}-\delta}\right)}}{\widetilde{s}-\delta}\right)+\frac{\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{\tilde{s}-\delta}\right)}}{\widetilde{s}-\delta} \\
& \frac{9}{10} R_{0}<\widetilde{s}-\delta  \tag{4.14}\\
& \leqslant \widetilde{s} \frac{\Theta(\widetilde{s})-\Theta(\widetilde{s}-\delta)}{\delta}+\frac{10}{9} \frac{\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{R_{0}}\right)}}{R_{0}} \\
& \widetilde{s} \leqslant R_{0},(4.12)_{1} \\
& \leqslant 000 R_{0} \frac{\Theta\left(R_{0}\right)-\Theta\left(\frac{9}{10} R_{0}\right)}{R_{0}}+\frac{10}{9} \frac{\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{R_{0}}\right)}}{R_{0}} \\
& \leqslant 9000 \Theta\left(R_{0}\right)
\end{align*}
$$

and similarly

$$
\begin{equation*}
\frac{1}{\delta}\|w\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{\tilde{r}+\delta} \backslash \mathrm{B}_{\tilde{r}}\right)} \leqslant 9000 \Theta\left(R_{0}\right) \tag{4.15}
\end{equation*}
$$

Then, by definition of $v$ and $\frac{9}{10} R_{0}<\tilde{s}<R_{0}$,

$$
\begin{aligned}
& \quad\left(f_{\mathrm{B}_{\tilde{s}}}|v|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}} \leqslant c(n, \vartheta) R_{0}^{-\frac{n}{\vartheta}}\left(\int_{\mathrm{B}_{\tilde{s}} \backslash \mathrm{~B}_{\tilde{r}}}|\mathbb{E} w|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}} \\
& \text { Lem. 4.1(d) } c(n, \vartheta) R_{0}^{-\frac{n}{\vartheta}} R_{0}^{\frac{n}{v}-n+1}\left(\sup _{0<\delta<\widetilde{s}-\widetilde{r}} \frac{1}{\delta} \int_{\mathrm{B}_{\tilde{s}} \backslash \mathrm{~B}_{\tilde{s}-\delta}}|w| \mathrm{d} x+\frac{1}{\delta} \int_{\mathrm{B}_{\tilde{r}+\delta} \backslash \mathrm{B}_{\tilde{r}}}|w| \mathrm{d} x\right) \\
& \quad \leqslant \quad(4.14),(4.15) \\
& \stackrel{\leqslant}{\leqslant} c(n, \vartheta) R_{0}^{-n+1} \times \Theta\left(R_{0}\right) \leqslant c(n, \vartheta)\left(f_{\mathrm{B}_{R_{0}}}|w| \mathrm{d} x+R_{0} f_{\overline{\mathrm{B}}_{R_{0}}}|D w|\right) .
\end{aligned}
$$

Similarly, now invoking Lemma 4.1 (d) on the gradient level and recalling (4.13), $\frac{9}{10} R_{0}<\widetilde{s}<$ $R_{0}$ gives

$$
\widetilde{s}\left(f_{\mathrm{B}_{\tilde{s}}}|\nabla v|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}} \leqslant c(n, \vartheta)\left(f_{\mathrm{B}_{R_{0}}}|w| \mathrm{d} x+R_{0} f_{\overline{\mathrm{B}}_{R_{0}}}|D w|\right) .
$$

Put $R:=\widetilde{s}$. Then the previous two inequalities combine to $v \in \mathrm{~W}^{1, \vartheta}\left(\mathrm{~B}_{\widetilde{s}} ; \mathbb{R}^{N}\right)$, and since $v$ attains the same traces along $\partial \mathrm{B}_{\widetilde{s}}\left(x_{0}\right)$ as $w=u-(u)_{\mathrm{B}_{R_{0}}}, u^{+} \in \mathrm{W}^{1-\frac{1}{\vartheta}, \vartheta}\left(\partial \mathrm{~B}_{R} ; \mathbb{R}^{N}\right)$. Moreover, the scaled trace inequality (3.13) and the preceding two inequalities yield

$$
R_{0}^{1-\frac{1}{\vartheta}}\left(f_{\partial \mathrm{B}_{R}} \int_{\partial \mathrm{B}_{R}} \frac{\left|u^{+}(x)-u^{+}(y)\right|^{\vartheta}}{|x-y|^{n-2+\vartheta}} \mathrm{d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{\vartheta}} \leqslant c(n, \vartheta) R_{0} f_{\overline{\mathrm{B}}_{R_{0}}}|D u|
$$

by virtue of $\frac{9}{10} R_{0}<R<R_{0}$ and Poincaré's inequality on $\mathrm{BV}\left(\mathrm{B}_{R_{0}} ; \mathbb{R}^{N}\right)$. This is (4.10), and the proof of the first part is complete. Lastly, if one only aims at the ultimate, purely qualitative statement of the corollary in the setting of (a), one chooses any $0<r^{\prime}<r$ with $\mathcal{M} D u\left(x_{0}, r^{\prime}\right)<$
$\infty$ and considers $\mathbb{E}_{\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r^{\prime}}} u$. As above, we conclude that $\mathbb{E}_{\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r^{\prime}}} u \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{r} \backslash \overline{\mathrm{~B}}_{r^{\prime}} ; \mathbb{R}^{N}\right)$ and since $\mathbb{E}$ is trace-preserving, $\operatorname{tr}_{\partial \mathrm{B}_{r}}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r} ; \mathbb{R}^{N}\right)$ follows at once. Ad (b). For the proof in the $\mathrm{W}^{1, p}$-setting, one may argue analogously, now using the function $\Theta(t):=$ $\frac{1}{t^{p}}\|w\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{t}\right)}^{p}+\|\nabla w\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{t}\right)}^{p}$. This completes the proof.

## 5. The good generation theorem

In this section, we address the existence of suitable generating sequences that have fixed traces along certain spheres. As one of the main differences to [124], we directly deal with the signed situation. This particularly forces us to rule out certain concentration effects that are a priori excluded in the unsigned case, also see Remark 5.6.
5.1. A lower semicontinuity result. We begin by recording the following lower semicontinuity result which appears as a special case of [41, Thm. 5.1] by CHEN and the second author:
Lemma 5.1. Let $1 \leqslant p \leqslant q<\frac{n p}{n-1}$ and suppose that $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ is quasiconvex and satisfies (H1). Given any open and bounded subset $\Omega$ of $\mathbb{R}^{n}$ with Lipschitz boundary and $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, the following holds: If $u, u_{1}, u_{2}, \ldots \in \mathrm{~W}_{u_{0}}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfy $u_{j} \rightharpoonup u$ in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ if $p>1$ or $u_{j} \stackrel{*}{\rightharpoonup} u$ in $\mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ if $p=1$ (or $u_{j} \rightarrow u$ strongly in $\mathrm{L}^{p}\left(\Omega ; \mathbb{R}^{N}\right)$ and $\left.\sup _{j \in \mathbb{N}}\left\|\nabla u_{j}\right\|_{L^{p}(\Omega)}<\infty\right)$, then

$$
\int_{\Omega} F(\nabla u) \mathrm{d} x \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x .
$$

As can be seen from the classical example $F(z)=\operatorname{det}(z)$ for $z \in \mathbb{R}^{2 \times 2}$, which satisfies the hypotheses of the preceding lemma with $p=q=2$ (cf. Ball \& Murat [14] and DaCOROGNA [45, Rem. 8.5 (c), Ex. 8.6]), the assumption $u, u_{1}, u_{2}, \ldots \in \mathrm{~W}_{u_{0}}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ is essential and cannot be improved to $u, u_{1}, u_{2}, \ldots \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ as in the unsigned case. If $p=1$, a corresponding example can be obtained by easier means:

Example 5.2 (Concentration and semicontinuity). Let $1 \leqslant q<\infty$ and define the convex $(1, q)$ growth integrand $F=F_{q}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
F_{q}(t):=\left\{\begin{array}{lr}
\frac{1}{q}(t+1)^{q}-\frac{1}{q} & \text { for } t \geq 0  \tag{5.1}\\
t & \text { for } t<0
\end{array}\right.
$$

For $\Omega=(0,1)$, the sequence $\left(v_{j}\right) \subset \mathrm{W}^{1, q}(\Omega)$ which is defined by $v_{j}(x):=-j x+1$ for $0<x<\frac{1}{j}$ and $v_{j}(x)=0$ otherwise, satisfies $v_{j} \stackrel{*}{\rightharpoonup} u \equiv 0 \in \mathrm{~W}^{1, q}(\Omega)$ in $\operatorname{BV}(\Omega)$ but

$$
\liminf _{j \rightarrow \infty} \int_{0}^{1} F\left(\nabla v_{j}\right) \mathrm{d} x=-1<0=\int_{0}^{1} F(\nabla u) \mathrm{d} x
$$

5.2. The good generation theorem. For our subsequent arguments it is necessary to be able to work with good generating sequences. By good sequences we here understand that each member attains fixed interior traces along the boundaries of suitable balls. Our approach is strongly inspired by that of [124], however, now facing the difficulty that we allow for signed integrands and thereby entailing a different overall set-up of the proof (also see Remark 5.6 below). The following proposition ensures the existence of such sequences:

Proposition 5.3. Let $1 \leqslant q<\frac{n}{n-1}$ and let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ be quasiconvex with (H1). Let $\omega \Subset$ $\omega^{\prime} \subset \mathbb{R}^{n}$ be two open and bounded sets with Lipschitz boundaries and let $u_{0} \in \mathrm{~W}^{1, q}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$ be given. Finally, let $u \in \operatorname{BV}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$ satisfy $\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right]<\infty$.

Whenever $\left(v_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\omega, \omega^{\prime}\right)$ is a generating sequence for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right]$ and $x_{0} \in \omega$, then for $\mathscr{L}^{1}$-a.e. $r \in\left(0, \operatorname{dist}\left(x_{0}, \partial \omega\right)\right)$ satisfying

$$
\begin{equation*}
\mathcal{M} D u\left(x_{0}, r\right)<\infty \tag{5.2}
\end{equation*}
$$

with the maximal operator $\mathcal{M}$ from (3.18), there exists a subsequence $\left(v_{j_{k}}\right)$ and another generating sequence $\left(u_{j_{k}}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\omega, \omega^{\prime}\right)$ such that the following hold:
(a) $\mathscr{H}^{n-1}\left(J_{u} \cap \partial \mathrm{~B}_{r}\left(x_{0}\right)\right)=0$.
(b) For all $k \in \mathbb{N}$ we have $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\left(u_{j_{k}}\right)=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$.
(c) $\nabla v_{j_{k}}-\nabla u_{j_{k}} \rightarrow 0$ in $\mathrm{L}^{1}\left(\omega ; \mathbb{R}^{N \times n}\right)$ as $k \rightarrow \infty$.

We shall refer to the previous proposition as good generation theorem. As will become visible from the proof, whenever $\left(v_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\omega, \omega^{\prime}\right)$ is a generating sequence such that $\left(\left|D v_{j}\right|\right)$ converges in the weak*-sense to some $\lambda \in \mathrm{RM}_{\mathrm{fin}}\left(\omega^{\prime}\right)$, the previous proposition is applicable to any $x_{0} \in \omega$ and $r>0$ such that $0<r<\operatorname{dist}\left(x_{0}, \partial \omega\right)$ and $\mathcal{M} \lambda\left(x_{0}, r\right)+\mathcal{M} D u\left(x_{0}, r\right)<\infty$. Any such $r$ shall be referred to as good radius (of Du for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right]$ ) at $x_{0}$.

Proof. We split the proof into five steps.
Step 1. Set-up. Since $\left(\left|D v_{j}\right|\left(\omega^{\prime}\right)\right)$ is bounded, weak*-compactness in $\mathrm{RM}_{\mathrm{fin}}\left(\omega^{\prime}\right)$ implies the existence of a (here non-relabeled) subsequence and $\lambda \in \mathrm{RM}_{\mathrm{fin}}\left(\omega^{\prime}\right)$ such that $\left|D v_{j}\right| \stackrel{*}{\rightharpoonup} \lambda$. Moreover, it is no loss of generality to assume that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\omega^{\prime}} F\left(\nabla v_{j}\right) \mathrm{d} x=\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right] . \tag{5.3}
\end{equation*}
$$

For $\mathscr{L}^{1}$-a.e. $0<r<\operatorname{dist}\left(x_{0}, \partial \omega\right)$, we have

$$
\begin{equation*}
\mathcal{M} \lambda\left(x_{0}, r\right)<\infty \tag{5.4}
\end{equation*}
$$

by the results from Section 3.4, and so $\mathscr{L}^{1}$-a.e. such radius satisfies $\mathcal{M} D u\left(x_{0}, r\right)<\infty$ by lower semicontinuity of the total variation with respect to $\mathrm{L}_{\text {loc }}^{1}$-convergence (recall that $u_{j} \rightarrow u$ strongly in $L^{1}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$ ).

Fix such a radius $r>0$; for notational brevity, we write $\mathrm{B}_{r}:=\mathrm{B}_{r}\left(x_{0}\right)$ in the following. We fix $\ell>0$ so small such that the annulus $\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}$ is compactly contained in $\omega$ and

$$
\begin{equation*}
\mathcal{M} D u\left(x_{0}, r+\ell\right), \mathcal{M} D u\left(x_{0}, r-\ell\right)<\infty \tag{5.5}
\end{equation*}
$$

which is possible by the results from Section 3.4. We then choose $j_{0} \in \mathbb{N}$ so large such that

$$
\mathrm{B}_{r+2^{-j_{0}}} \backslash \overline{\mathrm{~B}}_{r-2^{-j_{0}}} \Subset \mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}
$$

We have $\lim _{j \rightarrow \infty}\left|D v_{j}\right|(K)=\lambda(K)$ for each compact subset $K$ of $\omega$. By the Rellich-Kondrachov theorem, we thus find by iteration that for each $k \in \mathbb{N}_{\geq 2}$ there exists $j_{k} \in \mathbb{N}$ such that

$$
\begin{align*}
\left|\int_{\overline{\mathrm{B}}_{r+2^{-j_{0}-k+1}} \backslash \mathrm{~B}_{r-2^{-j_{0}-k+1}}}\right| \nabla v_{j_{k}}\left|\mathrm{~d} x-\int_{\overline{\mathrm{B}}_{r+2^{-j_{0}-k+1}} \backslash \mathrm{~B}_{r-2^{-j_{0}-k+1}}} \mathrm{~d} \lambda\right|  \tag{5.6}\\
+\int_{\overline{\mathrm{B}}_{r+2^{-j_{0}-k+1}} \backslash \mathrm{~B}_{r-2^{-j_{0}-k+1}}}\left|v_{j_{k}}-u\right| \mathrm{d} x<2^{-2 k}
\end{align*}
$$

and clearly we may assume that $\left(j_{k}\right)$ is increasing. Therefore, we obtain for all $k \in \mathbb{N}$ :

$$
\begin{equation*}
\left.2^{j_{0}+k-2} \int_{\overline{\mathrm{B}}_{r+2}-j_{0}-k+1} \backslash \mathrm{~B}_{r-2}-j_{0}-k+1\right) \tag{5.7}
\end{equation*}
$$

Since $\left(v_{j_{k}}\right)$ is generating as well, for the statement of the proposition it suffices to consider this subsequence.

By (5.5) and since $\mathcal{M} D u\left(x_{0}, r\right)<\infty$, we first conclude by Lemma 4.1 that $\mathbb{E}_{r-\ell, r} u \in$ $\mathrm{W}^{1, q}\left(\mathrm{~B}_{r} \backslash \overline{\mathrm{~B}}_{r-\ell} ; \mathbb{R}^{N}\right)$ and $\mathbb{E}_{r, r+\ell} u \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r} ; \mathbb{R}^{N}\right)$. Moreover, by Lemma 4.1, the traces of $\mathbb{E}_{r-\ell, r} u$ and $\mathbb{E}_{r, r+\ell} u$ along $\partial \mathrm{B}_{r}\left(x_{0}\right)$ coincide with $\operatorname{tr}_{\partial \mathrm{B}_{r}}^{+}(u)$ or $\operatorname{tr}_{\partial \mathrm{B}_{r}}^{-}(u)$, respectively, $\mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$. Because of $\mathcal{M} D u\left(x_{0}, r\right)<\infty$, however, (3.22) implies that $\operatorname{tr}_{\partial \mathrm{B}_{r}}^{+}(u)$ and $\operatorname{tr}_{\partial \mathrm{B}_{r}}^{-}(u)$ coincide $\mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$, directly yielding (a) by (3.7), and this implies that the map defined by

$$
\mathbf{u}:= \begin{cases}\mathbb{E}_{r-\ell, r} u & \text { in } \mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-\ell}  \tag{5.8}\\ \mathbb{E}_{r, r+\ell} u & \text { in } \mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r}\end{cases}
$$

belongs to $\mathrm{W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ; \mathbb{R}^{N}\right)$.


Figure 2. Radius notation and locations in the proof of Proposition 5.3.

We recall that the set

$$
N:=\left\{s>0: \quad \mathrm{B}_{s} \subset \omega, \mathcal{M} D u\left(x_{0}, s\right)=\infty\right\}
$$

satisfies $\mathscr{L}^{1}(N)=0$. In the sequel, we will employ the auxiliary functions

$$
\begin{equation*}
\widetilde{\Theta}_{k}(t):=\int_{\overline{\mathrm{B}}_{t}}|D u|+\int_{\overline{\mathrm{B}}_{t}}\left|\frac{v_{j_{k}}-\mathbf{u}}{2^{-k}}\right| \mathrm{d} x+\int_{\overline{\mathrm{B}}_{t}}\left|\nabla\left(v_{j_{k}}-\mathbf{u}\right)\right| \mathrm{d} x . \tag{5.9}
\end{equation*}
$$

Within the framework of Lemma 3.5, which we apply to the interval $\mathcal{I}_{k}=\left(r, r+2^{-j_{0}-k+1}\right)$ and $E=\left(N \cap \mathcal{I}_{k}\right) \cup\left(r, r+2^{-j_{0}-k-4}\right) \cup\left(r+31 \times 2^{-j_{0}-k-4}, r+2^{-j_{0}-k+1}\right)$ (so that $\mathscr{L}^{1}(E)=$ $\frac{1}{16} \mathscr{L}^{1}\left(\mathcal{I}_{k}\right)<\theta \mathscr{L}^{1}\left(\mathcal{I}_{k}\right)$ with $\left.\theta=\frac{3}{32}\right)$, we find $d_{k}>0$ such that $r+d_{k} \in \mathcal{I}_{k} \backslash E$,

$$
\begin{align*}
& d_{k} \sim_{j_{0}} 2^{-k} \text { and }  \tag{5.10}\\
& \frac{\widetilde{\Theta}_{k}\left(r+d_{k}\right)-\widetilde{\Theta}_{k}(\tau)}{r+d_{k}-\tau} \leqslant 3200 \frac{\widetilde{\Theta}_{k}\left(r+2^{-j_{0}-k+1}\right)-\widetilde{\Theta}_{k}(r)}{2^{-j_{0}-k+1}} \quad \text { for all } \tau \in\left(r, r+d_{k}\right) . \tag{5.11}
\end{align*}
$$

Now put for $t \in\left(r, r+d_{k}\right)$

$$
\begin{align*}
\Theta_{k}(t) & :=\int_{\overline{\mathrm{B}}_{t}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x+\int_{\overline{\mathrm{B}}_{t}}\left|\frac{v_{j_{k}}-\mathbf{u}}{2^{-k}}\right| \mathrm{d} x+\int_{\overline{\mathrm{B}}_{t}}\left|\nabla\left(v_{j_{k}}-\mathbf{u}\right)\right| \mathrm{d} x  \tag{5.12}\\
& +\int_{\overline{\mathrm{B}}_{t}}\left|\frac{\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}}{2^{-k}}\right| \mathrm{d} x+\int_{\overline{\mathrm{B}}_{t}}\left|\nabla\left(\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}\right)\right| \mathrm{d} x
\end{align*}
$$

By Lemma 3.5, which we apply to the interval $\mathcal{J}_{k}=\left(r, r+d_{k}\right)$ and $E=\left(N \cap \mathcal{J}_{k}\right) \cup(r, r+$ $\left.\frac{1}{32} d_{k}\right) \cup\left(r+\frac{31}{32} d_{k}, r\right)$, we find $0<\varepsilon_{k}<a_{k}<d_{k}$ such that $r+\varepsilon_{k}, r+a_{k} \in \mathcal{J}_{k} \backslash E$ and

$$
\begin{align*}
\frac{\Theta_{k}\left(r+a_{k}\right)-\Theta_{k}(\tau)}{r+a_{k}-\tau} \leqslant 3200 & \frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}  \tag{5.13}\\
& \text { for all } \tau \in\left(r, r+a_{k}\right)
\end{align*}
$$

$$
\begin{align*}
& \frac{\Theta_{k}(\tau)-\Theta_{k}\left(r+a_{k}\right)}{\tau-r-a_{k}} \leqslant 3200 \frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}  \tag{5.14}\\
& \text { for all } \tau \in\left(r+a_{k}, r+d_{k}\right), \\
& \frac{\Theta_{k}(\tau)-\Theta_{k}\left(r+\varepsilon_{k}\right)}{\tau-r-\varepsilon_{k}} \leqslant 3200 \frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}  \tag{5.15}\\
& \quad \text { for all } \tau \in\left(r+\varepsilon_{k}, r+d_{k}\right),
\end{align*}
$$

and, uniformly in $k$,

$$
\begin{equation*}
\varepsilon_{k} \sim_{j_{0}} 2^{-k}, \quad\left(a_{k}-\varepsilon_{k}\right) \sim_{j_{0}} 2^{-k}, \quad\left(d_{k}-a_{k}\right) \sim_{j_{0}} 2^{-k} \tag{5.16}
\end{equation*}
$$

See Figure 2 for the locations of these radii. For future reference, we note that

$$
\begin{align*}
& \frac{\widetilde{\Theta}_{k}\left(r+2^{-j_{0}-k+1}\right)-\widetilde{\Theta}_{k}(r)}{2^{-j_{0}-k+1}} \leqslant c\left(u, j_{0}, x_{0}, r\right)<\infty  \tag{5.17}\\
& \frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}} \leqslant c\left(u, j_{0}, x_{0}, r\right)<\infty
\end{align*}
$$

as can be seen as follows: $\operatorname{For}(5.17)_{1}$, the first term in the definition of $\widetilde{\Theta}_{k}$ is controlled by (5.2). For the second term in the definition of $\widetilde{\Theta}_{k}$, we estimate

$$
\begin{aligned}
2^{k} \int_{\mathrm{B}_{r+2^{-j_{0}-k-1}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{v_{j_{k}}-\mathbf{u}}{2^{-k}}\right| \mathrm{d} x & \leqslant 2^{k} \int_{\mathrm{B}_{r+2^{-j_{0}-k-1}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{v_{j_{k}}-u}{2^{-k}}\right| \mathrm{d} x \\
& +2^{k} \int_{\mathrm{B}_{r+2^{-j_{0}-k-1}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{u-\mathbf{u}}{2^{-k}}\right| \mathrm{d} x=: \mathrm{J}_{k}+\mathrm{JJ}_{k}
\end{aligned}
$$

so that $\mathrm{J}_{k}$ is uniformly bounded by (5.6). To bound $\mathrm{JJ}_{k}$, we directly adopt the notation employed in the construction of the trace-preserving operator $\mathbb{E}_{r, r+\ell}$ with the Whitney ball cover $\left(\mathrm{B}^{i}\right)$ of $\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r}$ and the corresponding partition of unity $\left(\eta_{i}\right)$ subject to $\left(\mathrm{B}^{i}\right)$. Then, by Poincaré's inequality on BV , the uniformly finite overlap of the Whitney balls (W2) and recalling that, for $k$ sufficiently large, the radius of any $\mathrm{B}^{i}$ with $\mathrm{B}^{i} \cap\left(\mathrm{~B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}\right) \neq \emptyset$ is bounded by a constant multiple of $2^{-j_{0}-k}$ by (W4), we conclude

$$
\begin{align*}
\int_{\mathrm{B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{u-\mathbf{u}}{2^{-k}}\right| \mathrm{d} x & \leqslant c \sum_{i:} \int_{\mathrm{B}^{i} \cap\left(\mathrm{~B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}\right) \neq \emptyset}\left|\frac{\eta_{i}\left(u-(u)_{\mathrm{B}^{i}}\right)}{2^{-k}}\right| \mathrm{d} x \\
& \leqslant c \int_{\mathrm{B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}}|D u|  \tag{5.18}\\
& \leqslant c 2^{-k} \mathcal{M} D u\left(x_{0}, r\right)
\end{align*}
$$

for all sufficiently large $k$, and so $\sup _{k \in \mathbb{N}} \mathrm{JJ}_{k}<\infty$. Finally, the third term in the definition of $\widetilde{\Theta}_{k}$ is controlled by splitting

$$
\begin{aligned}
2^{k} \int_{\mathrm{B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla\left(v_{j_{k}}-\mathbf{u}\right)\right| \mathrm{d} x & \leqslant 2^{k} \int_{\mathrm{B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x \\
& +2^{k} \int_{\mathrm{B}_{r+2^{-j_{0}-k+1}} \backslash \overline{\mathrm{~B}}_{r}}|\nabla \mathbf{u}| \mathrm{d} x=: \mathrm{J}_{k}^{\prime}+\mathrm{JJ}_{k}^{\prime}
\end{aligned}
$$

and using the maximal condition $\mathcal{M} \lambda\left(x_{0}, r\right)<\infty$ in conjunction with (5.7) for $\mathrm{J}_{k}^{\prime}$, whereas $\mathrm{JJ}_{k}^{\prime}$ is bounded by using $(4.2)_{1}$ :

$$
\left.\mathrm{JJ}_{k}^{\prime} \stackrel{(4.2)_{1}}{\leqslant} c 2^{k} \sum_{i: \mathrm{B}^{i} \cap\left(\mathrm{~B}_{r+2}-j_{0}-k+1\right.} \overline{\mathrm{B}}_{r}\right) \neq \emptyset<\mathrm{B}^{i}|D u| \leqslant c \mathcal{M} D u\left(x_{0}, r\right)<\infty .
$$

Towards the justification of $(5.17)_{2}$, the first term in the definition of $\Theta_{k}$ is controlled by $\mathcal{M} \lambda\left(x_{0}, r\right)<\infty$ in conjunction with (5.7) and (5.10). The bounds on the second and third
term in the definition of $\Theta_{k}$ are achieved as for $\widetilde{\Theta}_{k}$, now realising that $d_{k} \sim_{j_{0}} 2^{-k}$ by (5.10). To bound the fourth term in the definition of $\Theta_{k}$, we imitate (5.18) and use (5.6) as follows:

$$
\begin{aligned}
\frac{1}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}}{2^{-k}}\right| \mathrm{d} x & \leqslant \frac{1}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{\mathbb{E}_{r, r+d_{k}} u-u}{2^{-k}}\right| \mathrm{d} x \\
& +\frac{1}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\frac{u-v_{j_{k}}}{2^{-k}}\right| \mathrm{d} x \\
& \leqslant c\left(\mathcal{M D} u\left(x_{0}, r\right)+1\right)<\infty
\end{aligned}
$$

where we used that $d_{k} \sim_{j_{0}} 2^{-k}$. Lastly, the fifth term in the definition of $\Theta_{k}$ is bounded by the $\mathrm{L}^{1}$-stability of the trace-preserving operators via

$$
\begin{aligned}
\frac{1}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla \mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}\right| \mathrm{d} x & \leqslant \frac{1}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla \mathbb{E}_{r, r+d_{k}} u\right| \mathrm{d} x \\
& +\frac{1}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x \\
& \leqslant \frac{c}{d_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}|D u| \\
& +\frac{c}{2^{-k}} \int_{\mathrm{B}_{r+2}-j_{0}-k+1} \backslash \overline{\mathrm{~B}}_{r}
\end{aligned}\left|\nabla v_{j_{k}}\right| \mathrm{d} x .
$$

and recalling $d_{k} \sim_{j_{0}} 2^{-k}$ as well as the maximal conditions $\mathcal{M} D u\left(x_{0}, r\right), \mathcal{M} \lambda\left(x_{0}, r\right)<\infty$ together with (5.7). This establishes (5.17) ${ }_{2}$. On $\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-\ell}$ we similarly find $0<\varepsilon_{k}^{-}<a_{k}^{-}<$ $d_{k}^{-}<2^{-j_{0}-k+1}$ with the analogous properties, tacitly assumed to be picked in the sequel.

Step 2. Construction of the sequence $\left(u_{j_{k}}\right)$. To construct $u_{j}$, we initially modify $v_{j}$ by applying the operator $\mathbb{E}$ from Section 4 as follows:

$$
\widetilde{v}_{j_{k}}:= \begin{cases}v_{j_{k}} & \text { in } \mathrm{B}_{r-a_{k}^{-}},  \tag{5.19}\\ \mathbb{E}_{r-a_{k}^{-}, r-\varepsilon_{k}^{-}} v_{j_{k}} & \text { in } \mathrm{B}_{r-\varepsilon_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-a_{k}^{-}} \\ v_{j_{k}} & \text { in } \mathrm{B}_{r+\varepsilon_{k}} \backslash \overline{\mathrm{~B}}_{r-\varepsilon_{k}^{-}} \\ \mathbb{E}_{r+\varepsilon_{k}, r+a_{k}} v_{j_{k}} & \text { in } \mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}} \\ v_{j_{k}} & \text { in } \omega \backslash \overline{\mathrm{B}}_{r+a_{k}}\end{cases}
$$

and moreover define

$$
\widetilde{w}_{j_{k}}:= \begin{cases}u & \text { in } \mathrm{B}_{r-d_{k}^{-}},  \tag{5.20}\\ \mathbb{E}_{r-a_{k}^{-}, r-\varepsilon_{k}^{-}}\left(\mathbb{E}_{r-d_{k}^{-}, r} u\right) & \text { in } \mathrm{B}_{r-\varepsilon_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-a_{k}^{-}} \\ \mathbb{E}_{r-d_{k}^{-}, r} u & \text { in }\left(\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-d_{k}^{-}}\right) \backslash\left(\mathrm{B}_{r-\varepsilon_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-a_{k}^{-}}\right) \\ \mathbb{E}_{r, r+d_{k}} u & \text { in }\left(\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}\right) \backslash\left(\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}\right), \\ \mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}\left(\mathbb{E}_{r, r+d_{k}} u\right) & \text { in } \mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}, \\ u & \text { in } \omega \backslash \overline{\mathrm{B}}_{r+d_{k}}\end{cases}
$$

Next choose a cut-off function $\rho_{k} \in \mathrm{C}_{c}^{\infty}(\omega ;[0,1])$ such that

$$
\begin{align*}
& \mathbb{1}_{\mathrm{B}_{r+\varepsilon_{k}} \backslash \overline{\mathrm{~B}}_{r}} \leqslant\left.\rho_{k}\right|_{\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r}} \leqslant \mathbb{1}_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}} \quad \text { and } \quad\left|\nabla \rho_{k}\right| \leqslant \frac{4}{a_{k}-\varepsilon_{k}} \quad \text { on } \mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r}, \\
& \mathbb{1}_{\mathrm{B}_{r} \backslash \mathrm{~B}_{r-\varepsilon_{k}^{-}}} \leqslant\left.\rho_{k}\right|_{\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-\ell}} \leqslant \mathbb{1}_{\mathrm{B}_{r} \backslash \mathrm{~B}_{r-a_{k}^{-}}} \quad \text { and } \quad\left|\nabla \rho_{k}\right| \leqslant \frac{4}{a_{k}^{-}-\varepsilon_{k}^{-}} \quad \text { on } \mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-\ell} . \tag{5.21}
\end{align*}
$$

The requisite map $u_{j_{k}} \in \mathscr{A}_{u_{0}}^{q}\left(\omega ; \omega^{\prime}\right)$ as claimed in the lemma then is defined by

$$
\begin{equation*}
u_{j_{k}}:=\rho_{k} \widetilde{w}_{j_{k}}+\left(1-\rho_{k}\right) \widetilde{v}_{j_{k}} \tag{5.22}
\end{equation*}
$$

The claimed underlying regularity of $u_{j_{k}}$ immediately follows from the definition of the tracepreserving operators upon realising that, similar to the argument preceding (5.8), $\widetilde{w}_{j_{k}}$ has no jumps along $\partial \mathrm{B}_{r}$. By Lemma 4.1 and the definition of $\widetilde{w}_{j_{k}}$, the traces of $u_{j_{k}}$ and $u$ along $\partial \mathrm{B}_{r}$
coincide $\mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}$ for each $k \in \mathbb{N}$. Hence (b) holds, and so it remains to establish validity of (c) and that $\left(u_{j_{k}}\right)$ is generating for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right]$ indeed. We split the remaining proof into steps $3-5$; for steps 3 and 4 , it will be sufficient to exclusively consider the upper annuli $\mathrm{B}_{r+} . \backslash \overline{\mathrm{B}}_{r}$ since the arguments are the same for the lower annuli $\mathrm{B}_{r} \backslash \mathrm{~B}_{r-}$. It is only at step 5 where we need to consider the full annulus $\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}$.

Step 3. $\nabla u_{j_{k}}-\nabla v_{j_{k}} \rightarrow 0$ in $\mathrm{L}^{1}$. In view of (c) and since $u_{j_{k}}(x)=v_{j_{k}}(x)$ for $x \in \omega \backslash \mathrm{~B}_{r}\left(x_{0}\right)$ with $\left|x-x_{0}\right| \geq r+a_{k}$, the support properties of $\rho_{k}$ imply

$$
\begin{aligned}
\left\|\nabla\left(u_{j_{k}}-v_{j_{k}}\right)\right\|_{\mathrm{L}^{1}\left(\omega \backslash \overline{\mathrm{~B}}_{r}\right)} & \left.\leqslant\left\|\rho_{k} \nabla\left(\widetilde{w}_{j_{k}}-v_{j_{k}}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}}\right.} \backslash \overline{\mathrm{B}}_{r}\right) \\
& \left.+\left\|\left(\widetilde{w}_{j_{k}}-v_{j_{k}}\right) \otimes \nabla \rho_{k}\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}}\right.} \backslash \overline{\mathrm{B}}_{r+\varepsilon_{k}}\right) \\
& +\left\|\left(\nabla v_{j_{k}}-\nabla \widetilde{v}_{j_{k}}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}\right)} \\
& \left.+\left\|\left(v_{j_{k}}-\widetilde{v}_{j_{k}}\right) \otimes \nabla \rho_{k}\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}}\right.} \backslash \overline{\mathrm{B}}_{r+\varepsilon_{k}}\right) \\
& =: \mathrm{I}_{k}+\ldots+\mathrm{IV}_{k}
\end{aligned}
$$

Ad $\mathrm{I}_{k}$. By the $\mathrm{L}^{1}$-stability of the trace-preserving operator $\mathbb{E}$, we obtain:

$$
\begin{aligned}
\mathrm{I}_{k} & \leqslant\left\|\nabla \mathbb{E}_{r, r+d_{k}} u\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}\right)}+\left\|\nabla \mathbb{E}_{r+\varepsilon_{k}, r+a_{k}} \mathbb{E}_{r, r+d_{k}} u\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}\right)} \\
& +\left\|\nabla v_{j_{k}}\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}\right)} \\
& \left.\leqslant c\left\|\nabla \mathbb{E}_{r, r+d_{k}} u\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}\right)}+\left\|\nabla v_{j_{k}}\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}}\right.} \backslash \overline{\mathrm{B}}_{r}\right) \\
& \left.\leqslant c|D u|\left(\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}\right)+\left\|\nabla v_{j_{k}}\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+a_{k}}\right.} \backslash \overline{\mathrm{B}}_{r}\right) \\
& \leqslant c 2^{-k} \mathcal{M} D u\left(x_{0}, r\right)+c 2^{-k} \mathcal{M} \lambda\left(x_{0}, r\right)+c 2^{-2 k} \rightarrow 0 \quad \text { (by (5.2), (5.4) and (5.7)). }
\end{aligned}
$$

$\mathrm{Ad}_{\mathrm{II}}^{k}$. We now directly adopt the notation employed in the construction for the trace-preserving operator $\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}$, with a corresponding Whitney ball cover ( $\mathrm{B}^{i}$ ) of the annulus $\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}$ and the partition of unity $\left(\eta_{i}\right)$ subject to $\left(\mathrm{B}^{i}\right)$. In consequence,

$$
\begin{aligned}
\mathrm{II}_{k}^{(5.21)} & \leqslant c \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}} \frac{\left|\widetilde{w}_{j_{k}}-v_{j_{k}}\right|}{a_{k}-\varepsilon_{k}} \mathrm{~d} x \\
& =c \int_{\mathrm{B}_{r+a_{k}}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}} \frac{\left|\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}\left(\mathbb{E}_{r, r+d_{k}} u\right)-v_{j_{k}}\right|}{a_{k}-\varepsilon_{k}} \mathrm{~d} x \\
& =\frac{c}{a_{k}-\varepsilon_{k}} \sum_{i \in \mathbb{N}} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\eta_{i}\left(\mathbb{E}_{r, r+d_{k}} u\right)_{\mathrm{B}^{i}}-\eta_{i} v_{j_{k}}\right| \mathrm{d} x \\
& \leqslant \frac{c}{a_{k}-\varepsilon_{k}} \sum_{i \in \mathbb{N}} \int_{\mathrm{B}^{i}}\left|\left(\mathbb{E}_{r, r+d_{k}} u\right)_{\mathrm{B}^{i}}-v_{j_{k}}\right| \mathrm{d} x \\
& \leqslant \frac{c}{a_{k}-\varepsilon_{k}} \sum_{i \in \mathbb{N}} \int_{\mathrm{B}^{i}}\left|\left(\mathbb{E}_{r, r+d_{k}} u\right)_{\mathrm{B}^{i}}-\mathbb{E}_{r, r+d_{k}} u\right|+\left|\mathbb{E}_{r, r+d_{k}} u-u\right|+\left|u-v_{j_{k}}\right| \mathrm{d} x \\
& =: \mathrm{II}_{k}^{(1)} .
\end{aligned}
$$

By Poincaré's inequality, $r\left(\mathrm{~B}^{i}\right) \leqslant\left(a_{k}-\varepsilon_{k}\right)$ for all $i \in \mathbb{N}$ and the uniformly finite overlap of the Whitney balls $\mathrm{B}^{i}$, we then obtain by use of the $\mathrm{L}^{1}$-gradient stability of the trace-preserving operator $\mathbb{E}$ :

$$
\begin{aligned}
\mathrm{II}_{k}^{(1)} & \leqslant c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla \mathbb{E}_{r, r+d_{k}} u\right| \mathrm{d} x \\
& +\frac{c}{a_{k}-\varepsilon_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\mathbb{E}_{r, r+d_{k}} u-u\right| \mathrm{d} x+\frac{c}{a_{k}-\varepsilon_{k}} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|u-v_{j_{k}}\right| \mathrm{d} x \\
& \stackrel{(*)}{\leqslant} c|D u|\left(\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}\right)+c 2^{k} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|u-v_{j_{k}}\right| \mathrm{d} x \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$; also see (5.6), (5.7) and (5.16). Here, $(*)$ can be seen similarly as (5.18).

Ad $\mathrm{III}_{k}$. Here we have by the $\mathrm{L}^{1}$-gradient stability of $\mathbb{E}$

$$
\begin{aligned}
\mathrm{II}_{k} & \leqslant \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\nabla\left(v_{j_{k}}-\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}} v_{j_{k}}\right)\right| \mathrm{d} x \\
& \leqslant c \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x \leqslant c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x \rightarrow 0
\end{aligned}
$$

by (5.4) and (5.7).
Ad $\mathrm{IV}_{k}$. We directly employ the Whitney balls $\mathrm{B}^{i}$ underlying the trace-preserving operator $\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}$ and the corresponding partition of unity $\left(\eta_{i}\right)$ to find by use of (5.21)

$$
\mathrm{IV}_{k} \leqslant \frac{c}{a_{k}-\varepsilon_{k}} \sum_{i \in \mathbb{N}} \int_{\mathrm{B}^{i}}\left|\eta_{i}\left(v_{j_{k}}-\left(v_{j_{k}}\right)_{\mathrm{B}^{i}}\right)\right| \mathrm{d} x \leqslant c \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x \rightarrow 0, \quad k \rightarrow \infty
$$

again by (5.4) and (5.7).
The same argument applies to the lower annuli $\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}$. In consequence, gathering estimates, $\nabla\left(u_{j_{k}}-v_{j_{k}}\right) \rightarrow 0$ in $\mathrm{L}^{1}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$ as $k \rightarrow \infty$ and the proof of (c) is complete.

Imitating the estimate for $\mathrm{II}_{k}$ and $\mathrm{IV}_{k}$, one similarly establishes that $u_{j_{k}} \rightarrow u$ in $\mathrm{L}^{1}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$. In consequence, by (c), $\nabla v_{j_{k}} \mathscr{L}^{n} \xrightarrow{*} D u$ in $\mathrm{RM}_{\mathrm{fin}}\left(\omega^{\prime} ; \mathbb{R}^{N \times n}\right)$ and $u_{j_{k}} \rightarrow u$ in $\mathrm{L}^{1}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$, $u_{j_{k}} \stackrel{*}{\rightharpoonup} u$ in $\operatorname{BV}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$ too. Because of $\left(u_{j_{k}}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\omega, \omega^{\prime}\right)$ and $u_{j_{k}} \stackrel{*}{\rightharpoonup} u$ in $\operatorname{BV}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$, the inequality $\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right] \leqslant \liminf _{k \rightarrow \infty} \mathscr{F}\left[u_{j_{k}} ; \omega^{\prime}\right]$ holds trivially. We may therefore conclude the proof by showing

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}} F\left(\nabla u_{j_{k}}\right)-F\left(\nabla v_{j_{k}}\right) \mathrm{d} x \leqslant 0 \tag{5.23}
\end{equation*}
$$

as we may then infer (recall that $u_{j_{k}}=v_{j_{k}}$ outside $\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}$)

$$
\begin{aligned}
& \liminf _{k \rightarrow \infty} \mathscr{F}\left[u_{j_{k}} ; \omega^{\prime}\right] \leqslant \liminf _{k \rightarrow \infty}\left(\int_{\omega^{\prime}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x+\int_{\omega^{\prime}} F\left(\nabla u_{j_{k}}\right)-F\left(\nabla v_{j_{k}}\right) \mathrm{d} x\right) \\
& \quad=\liminf _{k \rightarrow \infty}\left(\int_{\omega^{\prime}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x+\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}} F\left(\nabla u_{j_{k}}\right)-F\left(\nabla v_{j_{k}}\right) \mathrm{d} x\right) \\
& \stackrel{(5.3),(5.23)}{\leqslant} \lim _{k \rightarrow \infty} \int_{\omega^{\prime}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x=\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right] .
\end{aligned}
$$

Our plan is to establish

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}}\left|F\left(\nabla u_{j_{k}}\right)\right| \mathrm{d} x=0,  \tag{5.24}\\
& \liminf _{k \rightarrow \infty} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x \geq 0 \tag{5.25}
\end{align*}
$$

from where (5.23) follows at once.
Step 4. Generation: Inequality (5.24). For (5.24), it suffices to argue on the upper annuli; the argument for the lower annuli is analogous. By the growth bound (H1) on $F$ and the definition of $u_{j_{k}}$, cf. (5.22), we have

$$
\begin{aligned}
\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}} \mid & F\left(\nabla u_{j_{k}}\right) \mid \mathrm{d} x \leqslant L \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left(1+\left|\nabla u_{j_{k}}\right|^{q}\right) \mathrm{d} x \\
& \leqslant c\left(\mathscr{L}^{n}\left(\mathrm{~B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}\right)+\int_{\mathrm{B}_{r+\varepsilon_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla \mathbb{E}_{r, r+d_{k}} u\right|^{q} \mathrm{~d} x\right. \\
& +\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\nabla\left(\rho_{k}\left(\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}\left(\mathbb{E}_{r, r+d_{k}} u\right)-\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}} v_{j_{k}}\right)\right)\right|^{q} \mathrm{~d} x \\
& \left.+\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\nabla \mathbb{E}_{r+\varepsilon_{k}, r+a_{k}} v_{j_{k}}\right|^{q} \mathrm{~d} x\right) \\
& =: \mathrm{V}_{k}+\ldots+\mathrm{VIII}_{k} .
\end{aligned}
$$

Trivially, $\mathrm{V}_{k} \rightarrow 0$.
Ad $\mathrm{VI}_{k}$. Combining Lemma 4.1 (d), (5.2), (5.11) and (5.17),

$$
\begin{aligned}
& \mathrm{VI}_{k} \stackrel{\varepsilon_{k}<d_{k}}{\leqslant} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla \mathbb{E}_{r, r+d_{k}} u\right|^{q} \mathrm{~d} x \\
& \stackrel{\text { Lem. 4.1(d) }}{\leqslant} c d_{k}^{n-n q+q}\left(\sup _{0<\delta \ll d_{k}} \frac{1}{\delta} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+d_{k}-\delta}}|D u|+\sup _{0<\delta<d_{k}} \frac{1}{\delta} \int_{\mathrm{B}_{r+\delta} \backslash \overline{\mathrm{B}}_{r}}|D u|\right)^{q} \\
& \stackrel{(5.11)}{\leqslant} c d_{k}^{n-n q+q}\left(\frac{\widetilde{\Theta}_{k}\left(r+2^{-j_{0}-k+1}\right)-\widetilde{\Theta}_{k}(r)}{2^{-j_{0}-k+1}}+\mathcal{M} D u\left(x_{0}, r\right)\right)^{q} \\
& \stackrel{(5.17)_{1}}{\leqslant} c d_{k}^{n-n q+q}
\end{aligned}
$$

which tends to zero as $k \rightarrow \infty$ by $d_{k} \sim_{j_{0}} 2^{-k}$ (cf. (5.10)) and $q<\frac{n}{n-1}$.
Ad $\mathrm{VII}_{k}$. Recalling (5.21), we have as in the estimation of $\mathrm{VI}_{k}$ :

$$
\begin{aligned}
& \mathrm{VII}_{k} \leqslant c \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\nabla\left(\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}\left(\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}\right)\right)\right|^{q} \mathrm{~d} x \\
&+c \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+\varepsilon_{k}}}\left|\frac{\mathbb{E}_{r+\varepsilon_{k}, r+a_{k}}\left(\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}\right)}{a_{k}-\varepsilon_{k}}\right|^{q} \mathrm{~d} x \\
& \text { Lem. } 4.1(\mathrm{~d}) \\
& \leqslant\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(a_{k}-\varepsilon_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+\varepsilon_{k}+\delta} \backslash \overline{\mathrm{B}}_{r+\varepsilon_{k}}}\left|\nabla\left(\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}\right)\right| \mathrm{d} x\right)^{q} \\
&+c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(a_{k}-\varepsilon_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}-\delta}}\left|\nabla\left(\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}\right)\right| \mathrm{d} x\right)^{q} \\
&+c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(a_{k}-\varepsilon_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+\varepsilon_{k}+\delta} \backslash \overline{\mathrm{B}}_{r+\varepsilon_{k}}}\left|\frac{\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}}{a_{k}-\varepsilon_{k}}\right| \mathrm{d} x\right)^{q} \\
&+c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(a_{k}-\varepsilon_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}-\delta}}\left|\frac{\mathbb{E}_{r, r+d_{k}} u-v_{j_{k}}}{a_{k}-\varepsilon_{k}}\right| \mathrm{d} x\right)^{q} \\
& \leqslant c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}\right)^{q} \\
& \leqslant c 2^{-k(n-n q+q)} \rightarrow 0
\end{aligned}
$$

by (5.12), (5.13), (5.15), (5.16) and (5.17).
Ad $\mathrm{VIII}_{k}$. Equally by (5.12), (5.13), (5.15), (5.16) and (5.17),

$$
\begin{aligned}
\mathrm{VIII}_{k} & \leqslant c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(a_{k}-\varepsilon_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+\varepsilon_{k}+\delta} \backslash \overline{\mathrm{B}}_{r+\varepsilon_{k}}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x\right)^{q} \\
& +c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(a_{k}-\varepsilon_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}-\delta}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x\right)^{q} \\
& \leqslant c\left(a_{k}-\varepsilon_{k}\right)^{n-n q+q}\left(\frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}\right)^{q} \\
& \leqslant c 2^{-k(n-n q+q)} \rightarrow 0 .
\end{aligned}
$$

The estimates for $\mathrm{V}_{k}, \ldots, \mathrm{VIII}_{k}$ and their analogues for the lower annuli now combine to (5.24).
Step 5. Generation: Inequality (5.25). We now come to the final part of the proof. With $d_{k}$ as in (5.11) (and analogously $d_{k}^{-}$), choose a cut-off function $\varrho_{k} \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ;[0,1]\right)$ such that $\varrho_{k}=1$ on $\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}, \rho_{k}=0$ outside $\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r-d_{k}^{-}}$and

$$
\begin{equation*}
\left|\nabla \varrho_{k}\right| \leqslant 4 \max \left\{\frac{1}{d_{k}-a_{k}}, \frac{1}{d_{k}^{-}-a_{k}^{-}}\right\} \sim_{j_{0}} 2^{k} \tag{5.26}
\end{equation*}
$$



Figure 3. The conceptual difference between step 4 and 5 . Whereas in step 4 the sequence $\left(v_{j_{k}}\right)$ for the proof of (5.24) is modified to coincide with $u$ along $\partial \mathrm{B}_{r}$, in step 5 the key sequence for the proof of (5.25) is constructed to coincide with $\mathbf{u}$ away from $\partial \mathrm{B}_{r}$ in order to have access to the lower semicontinuity result of Lemma 5.1; for this, fixed boundary values are required.
which is possible by (5.16) and its corresponding analogue for $a_{k}^{-}, d_{k}^{-}$. We then define

$$
\mathbf{v}_{j_{k}}:= \begin{cases}\mathbb{E}_{r, r+\ell} u & \text { in } \mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r+d_{k}}  \tag{5.27}\\ \varrho_{k} \mathbb{E}_{r+a_{k}, r+d_{k}} v_{j_{k}}+\left(1-\varrho_{j}\right) \mathbb{E}_{r+a_{k}, r+d_{k}} \mathbb{E}_{r, r+\ell} u \\ v_{j_{k}} & \text { in } \mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}} \\ \varrho_{k} \mathbb{E}_{r-d_{k}^{-}, r-a_{k}^{-}} & \text {in } \mathrm{v}_{j_{k}}+\left(1-\varrho_{k}\right) \overline{\mathrm{B}}_{r-a_{k}^{-}}, \\ & \text {in } \mathrm{B}_{r-a_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-d_{k}^{-}, r-a_{k}^{-}}, \\ \mathbb{E}_{r-\ell, r} u \\ \mathbb{E}_{r-\ell, r} u & \text { in } \mathrm{B}_{r-d_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-\ell}\end{cases}
$$

Our first claim is that, with $\mathbf{u}$ being defined in (5.8),

$$
\begin{equation*}
\mathbf{v}_{j_{k}} \rightarrow \mathbf{u} \quad \text { in } \mathrm{L}^{1}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ; \mathbb{R}^{N}\right) \text { as } k \rightarrow \infty \tag{5.28}
\end{equation*}
$$

To see (5.28), we consider the single terms in the definition of $\mathbf{v}_{j_{k}}$ separately. We have

$$
\begin{aligned}
\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}}\left|\mathbf{v}_{j_{k}}-\mathbf{u}\right| \mathrm{d} x & \leqslant \int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}}}\left|u-v_{j_{k}}\right| \mathrm{d} x+\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}}|u| \mathrm{d} x \\
& +\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\mathbb{E}_{r, r+\ell} u\right| \mathrm{d} x+\int_{\mathrm{B}_{r} \backslash \overline{\mathrm{~B}}_{r-a_{k}^{-}}}\left|\mathbb{E}_{r-\ell, r} u\right| \mathrm{d} x \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$ because of (5.6), $u \in \mathrm{~L}^{1}\left(\mathrm{~B}_{r+\ell} \backslash \mathrm{B}_{r-\ell} ; \mathbb{R}^{N}\right), \mathbb{E}_{r, r+\ell} u \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r} ; \mathbb{R}^{N}\right)$, $\mathbb{E}_{r-\ell, r} u \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{r} \backslash \overline{\mathrm{~B}}_{r-\ell} ; \mathbb{R}^{N}\right)$ and $\mathscr{L}^{1}\left(\mathrm{~B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}}\right) \rightarrow 0$. We only treat the layer term in the upper annulus, the corresponding lower one being analogous. Successively applying the $L^{1}$-stability of $\mathbb{E}$,

$$
\int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\mathbf{v}_{j_{k}}-\mathbf{u}\right| \mathrm{d} x \leqslant c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|v_{j_{k}}-u\right|+|u|+\left|\mathbb{E}_{r, r+\ell} u\right| \mathrm{d} x \rightarrow 0
$$

again by (5.6), $u, \mathbb{E}_{r, r+\ell} u \in \mathrm{~L}^{1}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r} ; \mathbb{R}^{N}\right)$ and $\mathscr{L}^{n}\left(\mathrm{~B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}\right) \rightarrow 0$ as $k \rightarrow \infty$. In view of the definition of $\mathbf{u}$, this concludes the proof of (5.28). In order to apply Lemma 5.1, our second claim is that

$$
\begin{equation*}
\sup _{k \in \mathbb{N}}\left\|\nabla \mathbf{v}_{j_{k}}\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell)}\right.}<\infty \tag{5.29}
\end{equation*}
$$

To see this, it still suffices to argue for the upper annulus and once again split, using (5.26),

$$
\begin{array}{rl}
\int_{\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r}}\left|\nabla \mathbf{v}_{j_{k}}\right| \mathrm{d} & x \leqslant \int_{\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r+d_{k}}}\left|\nabla \mathbb{E}_{r, r+\ell} u\right| \mathrm{d} x \\
& +c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\nabla\left(\varrho_{k} \mathbb{E}_{r+a_{k}, r+d_{k}} v_{j_{k}}+\left(1-\varrho_{k}\right) \mathbb{E}_{r+a_{k}, r+d_{k}} \mathbb{E}_{r, r+\ell} u\right)\right| \mathrm{d} x
\end{array}
$$

$$
+\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x=: \mathrm{IX}_{k}^{(1)}+\mathrm{IX}_{k}^{(2)}+\mathrm{IX}_{k}^{(3)}
$$

Since $\mathrm{E}_{r, r+\ell} u \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r} ; \mathbb{R}^{N}\right), \mathrm{IX}_{k}^{(1)}$ stays bounded in $k$, and by (5.7) we see that $\mathrm{IX}_{k}^{(3)}$ stays bounded in $k$ (in fact, tends to zero as $k \rightarrow \infty$ ) too. Successively applying the $\mathrm{L}^{1}$-gradient stability of the trace preserving operator $\mathbb{E}$ in combination with (5.7), one can also see the boundedness of $\mathrm{IX}_{k}^{(2)}$, but for future reference we record an estimate that is stronger and entails the requisite estimate for $\mathrm{IX}_{k}^{(2)}$. Namely, we now estimate

$$
\begin{aligned}
& \mathrm{X}_{k}:=\int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\nabla\left(\varrho_{k} \mathbb{E}_{r+a_{k}, r+d_{k}} v_{j_{k}}+\left(1-\varrho_{k}\right) \mathbb{E}_{r+a_{k}, r+d_{k}} \mathbb{E}_{r, r+\ell} u\right)\right|^{q} \mathrm{~d} x \\
& \leqslant c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\nabla\left(\varrho_{k}\left(\mathbb{E}_{r+a_{k}, r+d_{k}} v_{j_{k}}-\mathbb{E}_{r+a_{k}, r+d_{k}} \mathbb{E}_{r, r+\ell} u\right)\right)\right|^{q} \mathrm{~d} x \\
&+c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\nabla \mathbb{E}_{r+a_{k}, r+d_{k}} \mathbb{E}_{r, r+\ell} u\right|^{q} \mathrm{~d} x=: \mathrm{X}_{k}^{(1)}+\mathrm{X}_{k}^{(2)} .
\end{aligned}
$$

The term $\mathrm{X}_{k}^{(2)}$ vanishes in the limit by the $\mathrm{L}^{q}$-gradient stability of $\mathbb{E}$ and the fact that $\mathbf{u} \in$ $\mathrm{W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ; \mathbb{R}^{N}\right)$. Toward the estimation of the term $\mathrm{X}_{k}^{(1)}$, we note that by linearity of the trace-preserving operator $\mathbb{E}_{r+a_{k}, r+d_{k}}$ and (5.26),

$$
\begin{aligned}
\mathrm{X}_{k}^{(1)} \leqslant & \leqslant \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\frac{\mathbb{E}_{r+a_{k}, r+d_{k}}\left(v_{j_{k}}-\mathbf{u}\right)}{d_{k}-a_{k}}\right|^{q} \mathrm{~d} x \\
& +c \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}}\left|\nabla\left(\mathbb{E}_{r+a_{k}, r+d_{k}}\left(v_{j_{k}}-\mathbf{u}\right)\right)\right|^{q} \mathrm{~d} x=: \mathrm{XI}_{k}^{(1)}+\mathrm{XI}_{k}^{(2)} .
\end{aligned}
$$

By linearity and the properties of the trace-preserving operators and our choice of $q$, the uniform comparability ( $d_{k}-a_{k}$ ) $\sim_{j_{0}} 2^{-k}$ (cf. (5.16)) implies

$$
\begin{aligned}
& \mathrm{XI}_{k}^{(1)} \stackrel{\text { Lem. 4.1 (d) }}{\stackrel{\leqslant}{\leqslant}} c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(d_{k}-a_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+a_{k}+\delta} \backslash \overline{\mathrm{B}}_{r+a_{k}}}\left|\frac{v_{j_{k}}-\mathbf{u}}{d_{k}-a_{k}}\right|\right)^{q} \\
& \quad+c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(d_{k}-a_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+d_{k}-\delta}}\left|\frac{v_{j_{k}}-\mathbf{u}}{d_{k}-a_{k}}\right|\right)^{q} \\
& \left.\quad \begin{array}{l}
(5.11),(5.14) \\
\leqslant \\
\leqslant
\end{array} d_{k}-a_{k}\right)^{n-n q+q}\left(\frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}\right) \\
& \quad+c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\frac{\widetilde{\Theta}_{k}\left(r+2^{-j_{0}-k+1}\right)-\widetilde{\Theta}_{k}(r)}{2^{-k}}\right) \\
& \quad \begin{array}{l}
\text { (5.17) } \\
\leqslant \\
\leqslant \\
\\
\quad\left(d_{k}-a_{k}\right)^{n-n q+q} \rightarrow 0
\end{array}
\end{aligned}
$$

as $k \rightarrow \infty$. Similarly,

$$
\begin{aligned}
& \mathrm{XI}_{k}^{(2)} \stackrel{\text { Lem. } 4.1(\mathrm{~d})}{\leqslant} c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(d_{k}-a_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+a_{k}+\delta} \backslash \overline{\mathrm{B}}_{r+a_{k}}}\left|\nabla\left(v_{j_{k}}-\mathbf{u}\right)\right| \mathrm{d} x\right)^{q} \\
& \quad+c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\sup _{0<\delta \ll\left(d_{k}-a_{k}\right)} \frac{1}{\delta} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+d_{k}-\delta}}\left|\nabla\left(v_{j_{k}}-\mathbf{u}\right)\right|\right)^{q} \\
& \stackrel{(5.11),(5.14)}{\leqslant} c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\frac{\Theta_{k}\left(r+d_{k}\right)-\Theta_{k}(r)}{d_{k}}\right) \\
& \quad+c\left(d_{k}-a_{k}\right)^{n-n q+q}\left(\frac{\widetilde{\Theta}_{k}\left(r+2^{-j_{0}-k+1}\right)-\widetilde{\Theta}_{k}(r)}{2^{-k}}\right) \\
& \quad \begin{array}{l}
\text { (5.17) } \\
\quad \\
\leqslant
\end{array}\left(d_{k}-a_{k}\right)^{n-n q+q} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Since an analogous argument applies to the lower annuli, we have

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \mathrm{XII}_{k}:=\limsup _{k \rightarrow \infty} \int_{\left(\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}\right) \cup\left(\mathrm{B}_{r-a_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-d_{k}^{-}}\right)}\left|\nabla \mathbf{v}_{j_{k}}\right| \mathrm{d} x=0 \tag{5.30}
\end{equation*}
$$

and this directly entails that $\lim _{k \rightarrow \infty} \mathrm{IX}_{k}^{(2)}=0$, whereby in particular the proof of (5.28) and (5.29) is complete.

It is at this stage that quasiconvexity of $F$ enters via lower semicontinuity: Since $\mathbf{u} \in$ $\mathrm{W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ; \mathbb{R}^{N}\right)$, (5.27) implies that $\mathbf{v}_{j_{k}} \in \mathrm{~W}_{\mathbf{u}}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ; \mathbb{R}^{N}\right)$. Therefore, (5.28) and (5.29) imply by virtue of Lemma 5.1

$$
\begin{equation*}
\mathscr{F}\left[\mathbf{u} ; \mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}\right] \leqslant \liminf _{k \rightarrow \infty} \mathscr{F}\left[\mathbf{v}_{j_{k}} ; \mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}\right] . \tag{5.31}
\end{equation*}
$$

It is precisely here where we need to work the full annulus $\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}$; indeed, as the argument below necessitates to leave $v_{j}$ unchanged close to $\partial \mathrm{B}_{r}$, the use of the lower semicontinuity theorem (and thus the need of fixed boundary values in the signed situation, see Figure 3) forces us to work with a two-sided approximation by the very geometry of the annuli.

We now conclude (5.25). By (5.31) and the growth bound (H1), we estimate with $\mathrm{XII}_{k}$ as in (5.30) and $\mathrm{XIII}_{k}:=\mathscr{L}^{n}\left(\left(\mathrm{~B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r+a_{k}}\right) \cup\left(\mathrm{B}_{r-a_{k}^{-}} \backslash \overline{\mathrm{B}}_{r-d_{k}^{-}}\right)\right)$

$$
\begin{aligned}
& \int_{\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}} F(\nabla \mathbf{u}) \mathrm{d} x \leqslant \liminf _{k \rightarrow \infty}\left(\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x\right. \\
&+L\left(\mathrm{XII}_{k}+\mathrm{XIII}_{k}\right) \\
&\left.+\int_{\left(\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}\right) \backslash\left(\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r-d_{k}}\right)} F(\nabla \mathbf{u}) \mathrm{d} x\right) \\
& \leqslant \liminf _{k \rightarrow \infty}\left(\int_{\mathrm{B}_{r+a_{k}} \backslash \overline{\mathrm{~B}}_{r-a_{k}}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x\right) \\
&+\limsup _{k \rightarrow \infty}\left(L\left(\mathrm{XII}_{k}+\mathrm{XIII}_{k}\right)-\int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r-d_{k}}} F(\nabla \mathbf{u}) \mathrm{d} x\right) \\
&+\int_{\mathrm{B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell}} F(\nabla \mathbf{u}) \mathrm{d} x=: \mathrm{XIV}+\mathrm{XV}+\mathrm{XVI}
\end{aligned}
$$

By (5.30), $\limsup _{k \rightarrow \infty} \mathrm{XII}_{k}+\mathrm{XIII}_{k}=0$, and by the growth bound (H1) on $F$, we use $\mathbf{u} \in$ $\mathrm{W}^{1, q}\left(\mathrm{~B}_{r+\ell} \backslash \overline{\mathrm{B}}_{r-\ell} ; \mathbb{R}^{N}\right)$ to infer

$$
\limsup _{k \rightarrow \infty} \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r-d_{k}}}|F(\nabla \mathbf{u})| \mathrm{d} x \leqslant \lim _{k \rightarrow \infty} L \int_{\mathrm{B}_{r+d_{k}} \backslash \overline{\mathrm{~B}}_{r-d_{k}}} 1+|\nabla \mathbf{u}|^{q} \mathrm{~d} x=0
$$

Hence, $\mathrm{XV}=0$, and so (5.32) gives

$$
\liminf _{k \rightarrow \infty} \int_{\mathrm{B}_{r+a_{k}} \backslash \mathrm{~B}_{r-a_{k}}} F\left(\nabla v_{j_{k}}\right) \mathrm{d} x \geq 0
$$

This is (5.25), and the proof is complete.
The following elementary observation, obtained by iterating the construction from Proposition 5.3, will be required in Section 8:

Corollary 5.4. In the situation of Proposition 5.3, let $\lambda \in \mathrm{RM}_{\mathrm{fin}}\left(\omega^{\prime}\right)$ be a weak*-limit of a suitable subsequence of $\left(\left|D v_{j_{k}}\right|\right)$. Moreover, let $\left(\overline{\mathrm{B}}_{r_{i}}\left(x_{i}\right)\right)$ be a sequence of mutually disjoint closed balls in $\omega$ such that both

$$
\mathcal{M} D u\left(x_{i}, r_{i}\right)<\infty \text { and } \mathcal{M} \lambda\left(x_{i}, r_{i}\right)<\infty
$$

hold for all $i \in \mathbb{N}$. Then there exists another generating sequence $\left(u_{l}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\omega ; \omega^{\prime}\right)$ for $\mathscr{F}_{u_{0}}^{*}\left[u ; \omega, \omega^{\prime}\right]$ such that for any $i \in \mathbb{N}$

$$
\begin{equation*}
\text { there exists } l_{i} \in \mathbb{N} \text { such that } \operatorname{tr}_{\partial \mathrm{B}_{r_{i}}\left(x_{i}\right)}\left(u_{l}\right)=\operatorname{tr}_{\partial \mathrm{B}_{r_{i}}\left(x_{i}\right)}(u) \text { holds for all } l \geq l_{i} \text {. } \tag{5.33}
\end{equation*}
$$

Remark $5.5(1<p<\infty)$. Proposition 5.3 extends mutatis mutandis to the relaxed functionals $\overline{\mathscr{F}}_{u_{0}}\left[-; \omega, \omega^{\prime}\right]$ and maps $u \in \mathrm{~W}^{1, p}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$ with $1<p \leqslant q<\frac{n p}{n-1}$ such that $\overline{\mathscr{F}} u_{0}\left[u ; \omega, \omega^{\prime}\right]<\infty$ and $\mathcal{M}\left(|\nabla u|^{p} \mathscr{L}^{n} L \omega^{\prime}\right)\left(x_{0}, r\right)<\infty$. Similarly as in [124], $\lambda$ then needs to be taken as a weak*-limit of a suitable subsequence of $\left(\left|\nabla v_{j}\right|^{p} \mathscr{L}^{n} L \omega^{\prime}\right)$, and in this situation it is customary to call $r>0$ a good radius of $\nabla u$ for $\overline{\mathscr{F}}_{u_{0}}\left[u ; \omega, \omega^{\prime}\right]$ provided $\mathcal{M}\left(|\nabla u|^{p} \mathscr{L}^{n} L\right.$ $\left.\omega^{\prime}\right)\left(x_{0}, r\right)+\mathcal{M} \lambda\left(x_{0}, r\right)<\infty$. Proposition 5.3 (c) then translates to $\nabla u_{j_{k}}-\nabla v_{j_{k}} \rightarrow 0$ strongly in $\mathrm{L}^{p}\left(\omega^{\prime} ; \mathbb{R}^{N \times n}\right)$. Moreover, note that here as in Proposition 5.3, the corresponding maximal conditions on $D u$ (or $|\nabla u|^{p} \mathscr{L}^{n} L \omega^{\prime}$ if $p>1$ ) without $\mathcal{M} \lambda\left(x_{0}, r\right)<\infty$ are in principle sufficient to conclude, but we do not need this improvement in the sequel.

We conclude this section by discussing two scenarios in which the above proof simplifies. This, in particular, applies to the unsigned setting considered in [124]:

Remark 5.6. In the situation of integrands which are bounded from below, so satisfy

$$
\begin{equation*}
c_{1}|z|^{p}-c_{2} \leqslant F(z) \leqslant c_{3}\left(1+|z|^{q}\right) \text { for some } c_{1}, c_{2}, c_{3}>0 \text { and all } z \in \mathbb{R}^{N \times n}, \tag{5.34}
\end{equation*}
$$

the fifth step of the above proof trivialises and thereby entails an overall simplification; note that considering the map $\mathbf{u}$ then already becomes irrelevant in the first step. Indeed, in this situation, (5.25) is a direct consequence of the lower bound of (5.34). As such, the fifth part of the above proof solely serves to exclude potential concentration effects of $\left(F\left(\nabla v_{j_{k}}\right)\right)$ along $\partial \mathrm{B}_{r}\left(x_{0}\right)$; note that, if we could not rule out such effects, such concentrations might imply that the left-hand side of (5.25) is strictly smaller than zero as $F$ is signed. This would imply that, by modifying a recovery sequence by fixing its boundary values along $\partial \mathrm{B}_{r}\left(x_{0}\right)$, additional mass is created in the limit and the modified sequence would fail to qualify as a recovery sequence.

Remark 5.7. The proof equally shortens if we do not assume (5.34) but suppose that $F$ is convex. In this case, we find an affine linear function $h(z):=\langle\ell, z\rangle+b$ for some $\ell \in \mathbb{R}^{N \times n}$ and $b \in \mathbb{R}$ such that $h(z) \leqslant F(z)$ holds for all $z \in \mathbb{R}^{N \times n}$. In consequence, (5.25) then immediately follows from

$$
\int_{\mathrm{B}_{r+a_{k}} \backslash \mathrm{~B}_{r-a_{k}^{-}}}\left|\left\langle\ell, \nabla v_{j_{k}}\right\rangle+b\right| \mathrm{d} x \leqslant c \int_{\mathrm{B}_{r+a_{k}} \backslash \mathrm{~B}_{r-a_{k}^{-}}}\left|\nabla v_{j_{k}}\right| \mathrm{d} x+c \mathscr{L}^{n}\left(\mathrm{~B}_{r+a_{k}} \backslash \mathrm{~B}_{r-a_{k}^{-}}\right),
$$

and the right-hand side vanishes in the limit $k \rightarrow \infty$ by virtue of (5.7). Subject to the assumptions of Proposition 5.3, however, minorising $F$ by an affine-linear map is impossible; see Example 6.3.

## 6. MEAN COERCIVITY AND PROPERTIES OF THE RELAXED FUNCTIONAL

This section serves to demonstrate the naturality of the $p$-strong quasiconvexity assumption underlying Theorems 2.1 and 2.2, the wealth of integrands satisfying this hypothesis and to record various properties of the relaxed functional used in the subsequent sections.
6.1. Mean coercivity, existence of minimizers and examples. In this subsection we address the definition of relaxed functionals for solid boundary values and the existence of minimizers. Before we embark on this matter, we briefly pause and discuss both the meaning of hypotheses (H1)-(H3) (or (H1), (H2) , (H3) if $p>1$, respectively) and several examples that also deal with signed integrands of $(p, q)$-growth. The following result is part of [41, Thm. 1] that we, for the convenience of the reader, state in the notation used in the present paper. Note that it clarifies the meaning of our strong quasiconvexity hypotheses (H2) and (H2) $p_{p}$.
Proposition 6.1. Let $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ be a continuous integrand satisfying the growth condition $|f(z)| \leqslant L\left(1+|z|^{q}\right)$ for all $z \in \mathbb{R}^{N \times n}$, where $L>0$ is a constant and $q \in[1, \infty)$ a fixed exponent. Then for a bounded open non-empty subset $\Omega$ of $\mathbb{R}^{n}, g \in \mathrm{~W}^{1, q}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ and $p \in$ $[1, q]$ the following are equivalent:
(i) There exists an increasing function $\theta:[0, \infty) \rightarrow \mathbb{R}$ with $\theta(t) \rightarrow+\infty$ as $t \rightarrow+\infty$ such that we have

$$
\int_{\Omega} F(\nabla u) \mathrm{d} x \geq \theta\left(\int_{\Omega}|\nabla u|^{p} \mathrm{~d} x\right) \quad \text { for all } u \in \mathrm{~W}_{g}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)
$$

(ii) There exist constants $c_{1}>0, c_{2} \in \mathbb{R}$ such that we have

$$
\int_{\Omega} F(\nabla u) \mathrm{d} x \geq c_{1} \int_{\Omega}|\nabla u|^{p} \mathrm{~d} x+c_{2} \quad \text { for all } \mathrm{W}_{g}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)
$$

(iii) There exist $\ell>0$ and $z_{0} \in \mathbb{R}^{N \times n}$ such that the integrand $F-\ell V_{p}$ is quasiconvex at $z_{0}$.

Let us say that an integrand $F$ satisfying one of the equivalent conditions (i)-(iii) is $\mathrm{W}^{1, p}$ coercive. In view of our definition of the relaxed functionals $\overline{\mathscr{F}}^{*}$ and $\overline{\mathscr{F}}$ below, it will be clear that their coercivity on Dirichlet classes $\mathrm{W}_{g}^{1, p}$ is equivalent to $\mathrm{W}^{1, p}$-coercivity of the integrand $F$. The corresponding result in the case $p=1$ goes through the formulation of the Dirichlet condition in terms of solid boundary values and requires (for an easy treatment) the set $\Omega$ to be a Lipschitz domain.

The hypotheses (H1)-(H3) for the $p=1$-case (and (H1), (H2) ${ }_{p}$, (H3) for the $p>1$-case) based on quasiconvexity rather than the pointwise condition (1.4) allow for many examples of nonconvex variational problems. It is certainly the case that the examples are harder to write down explicitly, but the quasiconvexity based hypotheses are more natural and allow for a much richer structure. We refer the reader to [82, Proposition 2.14] and [35] for results that illustrate just how rich the structure of integrands satisfying our hypotheses really is, and now proceed to two examples that display key properties of integrands to which Theorems 2.1 and 2.2 apply. To this end, we require a preparatory lemma as follows:

Lemma 6.2. Let $p \geq 1$ and suppose that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ is a p-homogeneous function. If there exists a function $\theta:[0, \infty) \rightarrow \mathbb{R}$ such that $\theta\left(t_{0}\right)>0$ for some $t_{0} \in(0, \infty)$ and we have

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)} F(\nabla \varphi) \mathrm{d} x \geq \theta\left(\int_{\mathrm{B}_{1}(0)}|\nabla \varphi|^{p} \mathrm{~d} x\right) \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right) \tag{6.1}
\end{equation*}
$$

then there exists $a>0$ such that

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)} F(\nabla \varphi) \mathrm{d} x \geq a \int_{\mathrm{B}_{1}(0)}|\nabla \varphi|^{p} \mathrm{~d} x \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right) \tag{6.2}
\end{equation*}
$$

Proof. We set $a:=\frac{\theta\left(t_{0}\right)}{t_{0}}$ so that $a t_{0}=\theta\left(t_{0}\right)$. Let $\varphi \in \mathrm{W}_{0}^{1, p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right) \backslash\{0\}$. Choose

$$
\begin{equation*}
\lambda:=\left(\frac{t_{0}}{\|\nabla \varphi\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right)}^{p}}\right)^{\frac{1}{p}} \in(0, \infty) \tag{6.3}
\end{equation*}
$$

As a consequence, using the $p$-homogeneity in the first step,

$$
\lambda^{p} \int_{\mathrm{B}_{1}(0)} F(\nabla \varphi) \mathrm{d} x=\int_{\mathrm{B}_{1}(0)} F(\nabla(\lambda \varphi)) \mathrm{d} x \stackrel{(6.1)}{\geq} \theta\left(t_{0}\right)=a t_{0} \stackrel{(6.3)}{=} a \lambda^{p}\|\nabla \varphi\|_{\mathrm{L}^{p}\left(\mathrm{~B}_{1}(0)\right)}^{p}
$$

This is (6.2) for $\varphi \in \mathrm{W}_{0}^{1, p}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$, and since $F(0)=0$ by the $p$-homogeneity of $F$, this inequality also holds for $\varphi=0$. The proof is complete.

Example 6.3. For dimensions $n \geq 2$ and each pair of exponents $(p, q)$ satisfying $1 \leqslant p<$ $q<\min \left\{p+1, \frac{n p}{n-1}\right\}$ we give examples of integrands $F=F_{n, p, q}: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$ satisfying the hypotheses (H1)-(H3) when $p=1$ and (H1), (H2) $)_{p}$ and (H3) when $p>1$ such that
(1) $F$ is not $\mathrm{W}^{1, q}$-coercive, that is, (i)-(iii) of Proposition 6.1 all fail for $p=q$;
(2) $F$ is genuinely signed, that is,

$$
\liminf _{|z|^{\rightarrow \infty}} \frac{F(z)}{|z|^{q}}<0
$$

It follows in particular from (2) that $F$ cannot be minorised by an affine integrand on $\mathbb{R}^{n \times n}$ and it follows from (1) that the treatment of the variational problem with integrand $F$ requires the formulation via the relaxed functional (or a stronger quasiconvexity assumption on $F$, such as $\mathrm{W}^{1, p}$-quasiconvexity, see [122] and [38]).

We turn to the construction of $F$ and fix a dimension $n \geq 2$ and an exponent $1<q<\infty$. Then Korn's inequality states that

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)}|\nabla \varphi|^{q} \mathrm{~d} x \leqslant K \int_{\mathrm{B}_{1}(0)}\left|\nabla \varphi+(\nabla \varphi)^{\top}\right|^{q} \mathrm{~d} x \tag{6.4}
\end{equation*}
$$

holds for all $\varphi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{n}\right)$ for some constant $K=K(n, q)>0$ independent of $\varphi$. Now let $K$ denote the least such constant and put

$$
f(z):=K\left|z+z^{\top}\right|^{q}-|z|^{q}, \quad z \in \mathbb{R}^{n \times n} .
$$

The Korn inequality expresses quasiconvexity of $f$ at 0 and it follows that the quasiconvex envelope $f^{\text {qc }}$ of $f$ (cf. (3.23) and the discussion afterwards) is a real-valued and quasiconvex integrand. Because $f$ is $q$-homogeneous it follows easily that also its envelope is $q$-homogeneous. Moreover, since $K$ is the smallest constant for which (6.4) holds and $f^{\text {qc }} \leqslant f$, we infer from Lemma 6.2 that (i)-(iii) with $p=q$ of Proposition 6.1 with $g \equiv 0$ all must fail for $f^{\text {qc }}$; moreover, we have for any skew-symmetric matrix $z_{0} \in \mathbb{R}_{\text {skew }}^{n \times n} \backslash\{0\}$

$$
\begin{equation*}
\liminf _{|z| \rightarrow \infty} \frac{f^{\mathrm{qc}}(z)}{|z|^{q}} \leqslant \liminf _{\lambda \rightarrow \infty} \frac{f\left(\lambda z_{0}\right)}{\lambda^{q}\left|z_{0}\right|^{q}}=-1 \tag{6.5}
\end{equation*}
$$

Because $f^{\text {qc }}$ is not $\mathrm{C}^{\infty}$ we need to mollify it and show that we in this process do not reinstate the properties (i)-(iii) from Proposition 6.1. Let $\Phi_{\varepsilon}$ be a standard non-negative, radial and smooth mollifier on $\mathbb{R}^{n \times n}$. Because $f^{\text {qc }}$ is real-valued a standard result implies that it is (locally Lipschitz) continuous, and so by the $q$-homogeneity we get that $\left|f^{\text {qc }}(z)\right| \leqslant L_{1}|z|^{q}$ for all $z$. Now the local Lipschitz bound mentioned before can be quantified: For some constant $c=$ $c(n, q)>0$ we have $\left|\left(f^{\text {qc }}\right)^{\prime}(z)\right| \leqslant c L_{1}|z|^{q-1}$ holds for almost all $z$ (cf. (3.27)ff.). Now by routine estimations

$$
f^{\mathrm{qc}}(z) \geq\left(\Phi_{\varepsilon} * f^{\mathrm{qc}}\right)(z)-c_{1} \varepsilon\left(|z|^{q-1}+1\right)
$$

holds for all $z \in \mathbb{R}^{n \times n}$, where $c_{1}>0$ is a constant. Fix $p \in\left(\max \left\{q-1,\left(1-\frac{1}{n}\right) q\right\}, q\right) \cap[1, \infty)$ and define for $\varepsilon, \ell>0$

$$
F(z):=\left(\Phi_{\varepsilon} * f^{\mathrm{qc}}\right)(z)+\ell V_{p}(z), \quad z \in \mathbb{R}^{n \times n} .
$$

Then $F$ satisfies (H1)-(H3) when $p=1$ and (H1), (H2) ${ }_{p}$, (H3) for $p>1$. However, because $q-1<p$ we may use Lemma 3.6 (a) to estimate that, for some $c_{2}=c_{2}(p, q)>0$,

$$
\begin{equation*}
f^{\mathrm{qc}}(z) \geq F(z)-\left(\ell+c_{2} \varepsilon\right) V_{p}(z)-c_{2} \varepsilon \tag{6.6}
\end{equation*}
$$

holds for all $z$. But then $\mathrm{W}^{1, q}$-coercivity of $F$ would imply the same for $f^{\text {qc }}$, hence $F$ cannot be $\mathrm{W}^{1, q}$-coercive for any $\varepsilon, \ell>0$, thereby establishing the property (1). In turn, property (2) follows easily from (6.5) and (6.6). Still, the integrands $F$ satisfy the requirements of Theorems 2.1 and 2.2 and so the partial $\mathrm{C}^{\infty}$-regularity of relaxed minimizers will follow, while not being accessible by previously available results [121,124] in the unsigned case for the exponent range $1<p \leqslant q<p+\frac{\min \{2, p\}}{2 n}$; also see Section 6.3 below.

Example 6.4. Integrands that are connected with problems from nonlinear elasticity (cf. BALL et al. [12, 13, 14] and MARCELLINi [103]) and in view of partial regularity have been explicitely addressed by Fusco \& Hutchinson [73, 74] and Schmidt [124, Sec. 3] are given by

$$
\begin{array}{ll}
F(z):=\left(1+|z|^{2}\right)^{\frac{p}{2}}+f(\operatorname{det}(z)), & z \in \mathbb{R}^{n \times n}, \\
G(z):=\left(1+|z|^{2}\right)^{\frac{p}{2}}+g(\operatorname{Cof}(z)), & z \in \mathbb{R}^{n \times n}
\end{array}
$$

where $f \in \mathrm{C}^{\infty}(\mathbb{R}), g \in \mathrm{C}^{\infty}\left(\mathbb{R}^{n \times n}\right)$ are non-trivial convex functions with $0 \leqslant f(t) \leqslant L(1+$ $\left.|t|^{s_{1}}\right), 0 \leqslant g(t) \leqslant L\left(1+|t|^{s_{2}}\right)$ for all $t \in \mathbb{R}$ and some $s_{1}, s_{2} \geq 1$. In this situation, letting
$1<p \leqslant q<\min \left\{\frac{n p}{n-1}, p+1\right\}$ and $s_{1}=\frac{q}{n}, s_{2}=\frac{q}{n-1}$ (whereby $q \geq n$ or $q \geq n-1$ by convexity of $f$ or $g$ ), the integrands satisfy hypotheses (H1), (H2), , H 3 ). Here, $F$ and $G$ are non-negative, and then the advancement of Theorems 2.1 and 2.2 in view of [121, 122] is the boost from the exponent regime $1<p<q<p+\frac{\min \{2, p\}}{2 n}$ to $1 \leqslant p \leqslant q<\min \left\{\frac{n p}{n-1}, p+\right.$ $1\}$. This proves particularly relevant for $F$ when $(n-1)<p<n$, where the associated multiple integrals are not $\mathrm{W}^{1, p}$-quasiconvex [14]. Using the specific structure of the integrands, improved exponent ranges are available [73, 74] with $p \geq 2$ in low dimensions, while these methods do not extend to the setting of Theorem 2.2. For $p=n-1$ and $q=n, G$ still proves $\mathrm{W}^{1, n-1}$-quasiconvex, and then the partial regularity follows from a recent borderline result [38]. However, this quasiconvexity property is lost when $p$ is lowered; it is then Theorem 2.2 that allows for a new exponent range for partial regularity.

We turn to the definition of the relaxed functionals with solid boundary values and hence let $q \geq 1$. Here we focus directly on relaxations for weak(*)-convergence, whereas a pure $\mathrm{L}^{p}$ approach to relaxations is possible as well; see the appendix, Section 11.2. Throughout this and the following subsections, let $\Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary. Given $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$, choose an open and bounded set $\Omega^{\prime}$ with $\Omega \Subset \Omega^{\prime}$ and pick an arbitrary $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ with $\operatorname{tr}_{\partial \Omega}\left(u_{0}\right)=\operatorname{tr}_{\partial \Omega}(v) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$. As $\mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ is the interior trace space of $\mathrm{W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ along $\partial \Omega$ (recall our convention $\mathrm{W}^{0,1}\left(\partial \Omega ; \mathbb{R}^{N}\right):=$ $\mathrm{L}^{1}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ for $q=1$, such a map $u_{0}$ exists. For $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$, we define

$$
\mathbf{u}:= \begin{cases}u & \text { in } \Omega  \tag{6.7}\\ u_{0} & \text { in } \Omega^{\prime} \backslash \bar{\Omega}\end{cases}
$$

and put, with $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ as in (1.9),

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]:=\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right], \tag{6.8}
\end{equation*}
$$

where the underlying integrand $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ is supposed to satisfy (H1); note that if $q=1$, all of the following is classical. If $1<p \leqslant q<\infty$ and $u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, we then define analogously

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}[u ; \Omega]:=\overline{\mathscr{F}}_{u_{0}}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right] . \tag{6.9}
\end{equation*}
$$

We proceed to establish that the functionals defined by (6.8) or (6.9) are well-defined. Here we focus exclusively on the functionals $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ on $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$; the corresponding results for the functionals $\overline{\mathscr{F}}_{v}[-; \Omega]$ on $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ hold true with the obvious modifications.

Lemma 6.5. Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary and $\Omega^{\prime} \subset \mathbb{R}^{n}$ be open and bounded with $\Omega \Subset \Omega^{\prime}$. Let $1 \leqslant q<\frac{n}{n-1}$ and suppose that $u_{0}, v_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ satisfy $\operatorname{tr}_{\partial \Omega}\left(u_{0}\right)=\operatorname{tr}_{\partial \Omega}\left(v_{0}\right) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$. Define, for $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$,

$$
\mathbf{u}^{(1)}:=\left\{\begin{array}{ll}
u & \text { in } \Omega, \\
u_{0} & \text { in } \Omega^{\prime} \backslash \bar{\Omega}
\end{array} \quad \text { and } \quad \mathbf{u}^{(2)}:= \begin{cases}u & \text { in } \Omega, \\
v_{0} & \text { in } \Omega^{\prime} \backslash \bar{\Omega} .\end{cases}\right.
$$

Then we have for any $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ with ( H 1 )

$$
\begin{equation*}
\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(1)} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right]=\overline{\mathscr{F}}_{v_{0}}^{*}\left[\mathbf{u}^{(2)} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[v_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right] \tag{6.10}
\end{equation*}
$$

and so $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right]$ as in (6.8) only depends on $u_{0}$ via its traces along $\partial \Omega$.
Proof. Choose two generating sequences $\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right),\left(v_{j}\right) \subset \mathscr{A}_{v_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ such that $u_{j} \stackrel{*}{\rightharpoonup} \mathbf{u}^{(1)}$ and $v_{j} \xrightarrow{*} \mathbf{u}^{(2)}$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ together with

$$
\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(1)} ; \Omega, \Omega^{\prime}\right]=\lim _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x \quad \text { and } \quad \overline{\mathscr{F}}_{v_{0}}^{*}\left[\mathbf{u}^{(2)} ; \Omega, \Omega^{\prime}\right]=\lim _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla v_{j}\right) \mathrm{d} x .
$$

Then the sequences defined by

$$
w_{j}:=\left\{\begin{array}{ll}
u_{j} & \text { in } \Omega, \\
v_{0} & \text { in } \Omega^{\prime} \backslash \bar{\Omega}
\end{array} \quad \text { and } \quad z_{j}:= \begin{cases}v_{j} & \text { in } \Omega \\
u_{0} & \text { in } \Omega^{\prime} \backslash \bar{\Omega}\end{cases}\right.
$$

satisfy $w_{j} \in \mathscr{A}_{v_{0}}^{q}\left(\Omega, \Omega^{\prime}\right), z_{j} \in \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ as well as $w_{j} \stackrel{*}{\longrightarrow} \mathbf{u}^{(2)}$ and $z_{j} \stackrel{*}{\sim} \mathbf{u}^{(1)}$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. By definition of $\overline{\mathscr{F}}_{u_{0}}^{*}\left[-; \Omega, \Omega^{\prime}\right]$,

$$
\begin{aligned}
\overline{\mathscr{F}}_{u_{0}}^{*} & {\left[\mathbf{u}^{(1)} ; \Omega, \Omega^{\prime}\right] \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla z_{j}\right) \mathrm{d} x } \\
& =\liminf _{j \rightarrow \infty}\left(\int_{\Omega} F\left(\nabla v_{j}\right) \mathrm{d} x+\int_{\Omega^{\prime} \backslash \bar{\Omega}} F\left(\nabla v_{0}\right) \mathrm{d} x\right)+\int_{\Omega^{\prime} \backslash \bar{\Omega}} F\left(\nabla u_{0}\right)-F\left(\nabla v_{0}\right) \mathrm{d} x \\
& =\overline{\mathscr{F}}_{v_{0}}^{*}\left[\mathbf{u}^{(2)} ; \Omega, \Omega^{\prime}\right]+\int_{\Omega^{\prime} \backslash \bar{\Omega}} F\left(\nabla u_{0}\right)-F\left(\nabla v_{0}\right) \mathrm{d} x \\
& \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla w_{j}\right) \mathrm{d} x+\int_{\Omega^{\prime} \backslash \bar{\Omega}} F\left(\nabla u_{0}\right)-F\left(\nabla v_{0}\right) \mathrm{d} x \\
& =\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(1)} ; \Omega, \Omega^{\prime}\right] .
\end{aligned}
$$

This yields (6.10), and the proof is complete.
We record the following extension of (6.8) to maps $v \in\left\{w \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right): \operatorname{tr}_{\partial \Omega}(w) \in\right.$ $\left.\mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)\right\}$ which proves crucial for the localisation approaches later on:

Corollary 6.6. Let $1 \leqslant q<\frac{n}{n-1}, \Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary and $\Omega^{\prime} \subset \mathbb{R}^{n}$ be open and bounded with $\Omega \Subset \Omega^{\prime}$. If $v \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ is such that $\operatorname{tr}_{\partial \Omega}(v) \in$ $\mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ and $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ is such that $\operatorname{tr}_{\partial \Omega}(v)=\operatorname{tr}_{\partial \Omega}\left(u_{0}\right)$, then

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]:=\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right] \tag{6.11}
\end{equation*}
$$

is well-defined, where $\mathbf{u}$ for $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ is given as in (6.7). In particular, the left-hand side of (6.11) is independent of the specific extension $u_{0}$.

The corollary directly follows from Lemma 6.5 and the existence of such a map $u_{0}$. In the situation of Corollary 6.6 , any sequence $\left(u_{j}\right) \subset \mathrm{W}_{u_{0}}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\left(\mathbf{u}_{j}\right)$ is generating for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ in the sense of (1.9)ff. will be called generating for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$. Equally, given $x_{0} \in \Omega$, we call $0<r<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$ a good radius of $D u$ for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ provided it is a good radius of $D \mathbf{u}$ for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ in the sense of Proposition 5.3ff.. This terminology canonically carries over to functionals $\overline{\mathscr{F}}[-; \Omega]$ on $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.

Lemma 5.1 then immediately yields that the relaxed functionals as introduced above are extensions of the original functionals $\mathscr{F}[-; \Omega]$ by lower semicontinuity in the following sense:
Lemma 6.7. Let $1 \leqslant p \leqslant q<\frac{n p}{n-1}$ and suppose that $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfies $(\mathrm{H} 1)$ and
(a) (H2) if $p=1$, and let $v \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfy $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$. Then $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ is sequentially weak ${ }^{*}$-lower semicontinuous on $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$.
(b) (H2) ${ }_{p}$ if $p>1$, and let $v \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfy $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$. Then $\overline{\mathscr{F}}_{v}[-; \Omega]$ is sequentially weak*-lower semicontinuous on $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Moreover, we have

$$
\begin{array}{lr}
\mathscr{F}[u ; \Omega]=\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \quad \text { for all } u \in \mathrm{~W}_{\bar{v}}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right) \text { if } p=1, \\
\mathscr{F}[u ; \Omega]=\overline{\mathscr{F}}_{v}[u ; \Omega] \quad \text { for all } u \in \mathrm{~W}_{\bar{v}}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right) \text { if } p>1 \tag{6.12}
\end{array}
$$

whenever $\bar{v} \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \Omega}(\bar{v})=\operatorname{tr}_{\partial \Omega}(v) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$.
We now pass to the existence of minimizers:
Proposition 6.8 (Existence of minimizers). Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary $\partial \Omega$. Given $1 \leqslant p \leqslant q<\frac{n p}{n-1}$, the following hold:
(a) Let $p=1$. If $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfies ( H 1$)$ and $(\mathrm{H} 2)$ and $v \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$, then $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ possesses a minimizer on $\mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$.
(b) Let $p>1$. If $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfies (H1) and (H2) ${ }_{p}$ and $v \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$, then $\overline{\mathscr{F}}_{v}[-; \Omega]$ possesses a minimizer on $\mathrm{W}_{v}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.

Proof. We confine ourselves to (a) as (b) is fully analogous. Let $\Omega^{\prime} \subset \mathbb{R}^{n}$ be open and bounded with $\Omega \Subset \Omega^{\prime}$ and $u_{0} \in \mathrm{~W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ be such that $\operatorname{tr}_{\partial \Omega}\left(u_{0}\right)=\operatorname{tr}_{\partial \Omega}(v)$. Then $\overline{\mathscr{F}}_{u_{0}}^{*}\left[u_{0} ; \Omega, \Omega^{\prime}\right]<$ $\infty$ and so $m:=\inf _{u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)} \overline{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$. To see that $m>-\infty$, let $w \in \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$. Then the strong 1-quasiconvexity from (H2) implies

$$
\begin{equation*}
\ell_{1} \int_{\Omega^{\prime}} V(\nabla w) \mathrm{d} x \leqslant \int_{\Omega^{\prime}} F(\nabla w)-F(0) \mathrm{d} x \tag{6.13}
\end{equation*}
$$

so that $-\infty<m<\infty$. Let $\left(u_{j}\right) \subset \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ be such that $\overline{\mathscr{F}}_{v}^{*}\left[u_{j} ; \Omega\right] \rightarrow m$ and so, passing to a subsequence and adopting the notation from (6.7), we may assume

$$
\begin{equation*}
\left|\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}_{j} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right]-m\right|<2^{-j} \quad \text { for all } j \in \mathbb{N} . \tag{6.14}
\end{equation*}
$$

For any $j \in \mathbb{N}$ we find a sequence $\left(\mathbf{u}_{j}^{k}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ such that $\mathbf{u}_{j}^{k} \xrightarrow{*} \mathbf{u}_{j}$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ as $k \rightarrow \infty$ and, for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\int_{\Omega^{\prime}} F\left(\nabla \mathbf{u}_{j}^{k}\right) \mathrm{d} x \leqslant \overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}_{j} ; \Omega, \Omega^{\prime}\right]+2^{-k} \tag{6.15}
\end{equation*}
$$

By hypotheses (H1) and (H2), we conclude similarly as in (6.13)

$$
\begin{align*}
\ell_{1} \int_{\Omega^{\prime}} V\left(\nabla \mathbf{u}_{j}^{k}\right) \mathrm{d} x & \stackrel{(6.13),(6.15)}{\lessgtr} \overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}_{j} ; \Omega, \Omega^{\prime}\right]+|F(0)| \mathscr{L}^{n}\left(\Omega^{\prime}\right)+2^{-k}  \tag{6.16}\\
& \stackrel{(6.14),(\mathrm{H} 1)}{\leqslant} L \mathscr{L}^{n}\left(\Omega^{\prime}\right)+\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right]+2^{-k}+2^{-j}+m,
\end{align*}
$$

and so $\left(\nabla \mathbf{u}_{j}^{k}\right)$ is bounded in $\mathrm{L}^{1}\left(\Omega^{\prime} ; \mathbb{R}^{N \times n}\right)$ by Lemma 3.6. Since $\mathbf{u}_{j}^{k}=u_{0}$ on $\Omega^{\prime} \backslash \bar{\Omega}$ for all $j, k \in$ $\mathbb{N}$, we then conclude that $\left(\mathbf{u}_{j}^{k}\right)$ is bounded in $\mathrm{W}_{0}^{1,1}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. By the usual weak*-compactness in BV, a diagonal sequence $\left(\mathbf{u}_{j}^{k(j)}\right)$ converges in the weak*-sense to some $\mathbf{u} \in \mathrm{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. Thus, letting $u:=\left.\mathbf{u}\right|_{\Omega}$, the definition of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ yields

$$
\begin{aligned}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] & \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla \mathbf{u}_{j}^{k(j)}\right) \mathrm{d} x-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right] \\
& \stackrel{(6.15)}{\leqslant} \liminf _{j \rightarrow \infty}\left(\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}_{j} ; \Omega, \Omega^{\prime}\right]-\mathscr{F}\left[u_{0} ; \Omega^{\prime} \backslash \bar{\Omega}\right]+2^{-k(j)}\right) \stackrel{(6.14)}{=} m .
\end{aligned}
$$

The proof is complete.
Remark 6.9. In the setting of (b), any minimizer has the same boundary values as $v$ along $\partial \Omega$, whereas this needs not be the case in the setting of (a); note that the trace operator on $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ with $p>1$ is continuous for weak convergence in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ whereas the trace operator on $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ is not for weak*-convergence in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$. This is seen easiest by noting that, if $p=q=1, N=1$ and $F(z)=V(z)+1$ is the usual minimal surface integrand, then $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ is given by (1.14) and so the classical counterexamples to the attainment of the boundary values apply (cf. FinN [63] and SANTI [119]); for genuinely vectorial examples, see Beck \& Schmidt [18, Thm. 1.5].
6.2. Properties of the relaxed functional. Throughout this subsection, we suppose that $F \in$ $\mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ is quasiconvex and satisfies (H1) with $1 \leqslant p \leqslant q<\frac{n p}{n-1}$. As in the original proof of Evans [61], the Caccioppoli inequality of the second kind to be addressed in Section 9 requires a localisation procedure. A similar issue has been addressed by Schmidt [124, Lem. 7.10] in the unsigned case. It is here, however, that our framework of signed integrands and the slightly different relaxations require some more features:

Lemma 6.10 (Local finiteness and additivity radii). Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary $\partial \Omega$. Let $1=p \leqslant q<\frac{n}{n-1}$ and suppose that $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ and $v \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ are such that $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-\frac{1}{q}, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ and $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$. Then we already have $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \in(-\infty, \infty)$. Moreover, whenever $x_{0} \in \Omega$, then for $\mathscr{L}^{1}$-a.e. radius $r \in\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)$ with $\mathcal{M} D u\left(x_{0}, r\right)<\infty$ the following hold:
(a) The relaxed functional with its own boundary values is finite on $\mathrm{B}_{r}\left(x_{0}\right)$ :

$$
\begin{equation*}
-\infty<\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]<\infty \tag{6.17}
\end{equation*}
$$

(b) The relaxed functional satisfies the following additivity property: If $w \in \mathrm{BV}(\Omega \backslash$ $\left.\overline{\mathrm{B}}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{-}(w)=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}^{+}(u)$ and $\operatorname{tr}_{\partial \Omega}(w)=\operatorname{tr}_{\partial \Omega}(v) \mathscr{H}^{n-1}-$ a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$ or $\partial \Omega$, respectively, then

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]=\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]+\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right] . \tag{6.18}
\end{equation*}
$$

Any radius $r$ with (6.18) will be referred to as an additivity radius for $\overline{\mathscr{F}}^{*}[u ;-]$.
(c) Every BV-minimizer $u \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ is a local BV-minimizer of $\overline{\mathscr{F}}^{*}$ for compactly supported variations. Specifically, for any $x_{0} \in \Omega$ and $\mathscr{L}^{1}$-a.e. $r \in$ $\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right), u$ is a BV-minimizer of $\overline{\mathscr{F}}_{u}^{*}\left[-; \mathrm{B}_{r}\left(x_{0}\right)\right]$ for compactly supported variations.
The same holds true with the obvious modifications for the functionals $\overline{\mathscr{F}}$ if $1<p \leqslant q<\frac{n p}{n-1}$.
Proof. In the following, we assume all balls to be centered at $x_{0}$. Since $r \in\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)$ is supposed to satisfy $\mathcal{M} D u\left(x_{0}, r\right)<\infty$, we have $\operatorname{tr}_{\partial \mathrm{B}_{r}}^{-}(u)=\operatorname{tr}_{\partial \mathrm{B}_{r}}^{+}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r} ; \mathbb{R}^{N}\right)$ by (3.22) and Corollary 4.2, and so there exists an open and bounded domain $\Omega^{\prime} \subset \mathbb{R}^{n}, \Omega \Subset \Omega^{\prime}$ and $u_{0} \in \mathrm{~W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}}\left(u-u_{0}\right)=0 \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}$ and $\operatorname{tr}_{\partial \Omega}\left(v-u_{0}\right)=0$ $\mathscr{H}^{n-1}$-a.e. on $\partial \Omega$. Letting $\mathbf{u}$ be as in (6.7) and letting $\lambda \in \mathrm{RM}_{\mathrm{fin}}\left(\Omega^{\prime}\right)$ be a weak*-limit of a suitable subsequence of $\left(\left|D \psi_{j}\right|\right)$ for a generating sequence $\left(\psi_{j}\right)$ for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$, we may moreover may assume $\mathcal{M} \lambda\left(x_{0}, r\right)+\mathcal{M} D u\left(x_{0}, r\right)<\infty ; \mathscr{L}^{1}$-a.e. $r \in\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega\right)\right)$ satisfies this property.
$\operatorname{Ad}$ (a). First suppose that $\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right]=\infty$. Then we trivially have that $-\infty<\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]$. If instead $\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right]<\infty$, we then let $\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\mathrm{~B}_{r}, \Omega^{\prime}\right)$ be a generating sequence for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(0)} ; \mathrm{B}_{r}, \Omega^{\prime}\right](<\infty)$, where

$$
\mathbf{u}^{(0)}:= \begin{cases}u & \text { in } \mathrm{B}_{r}, \\ u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\mathrm{B}}_{r}\end{cases}
$$

We pick $r<R<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$ and a cut-off function $\rho \in \mathrm{C}_{c}^{\infty}(\Omega ;[0,1])$ with $\mathbb{1}_{\mathrm{B}_{r}} \leqslant \rho \leqslant \mathbb{1}_{\mathrm{B}_{R}}$. Define

$$
v_{j}:= \begin{cases}u_{j} & \text { in } \mathrm{B}_{r}, \\ \rho u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\mathrm{B}}_{r},\end{cases}
$$

so that $\left.v_{j}\right|_{\Omega} \in \mathrm{W}_{0}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$. Then by the quasiconvexity of $F$ and (H1),

$$
\begin{align*}
F(0) \mathscr{L}^{n}\left(\mathrm{~B}_{R}\right) & \leqslant \int_{\mathrm{B}_{R}} F\left(\nabla v_{j}\right) \mathrm{d} x \leqslant \int_{\mathrm{B}_{R} \backslash \overline{\mathrm{~B}}_{r}}\left|F\left(\nabla\left(\rho u_{0}\right)\right)\right| \mathrm{d} x+\int_{\mathrm{B}_{r}} F\left(\nabla u_{j}\right) \mathrm{d} x \\
& \stackrel{(\mathrm{H} 1)}{\leqslant} L\left(\mathscr{L}^{n}\left(\mathrm{~B}_{R} \backslash \overline{\mathrm{~B}}_{r}\right)+\int_{\mathrm{B}_{R} \backslash \overline{\mathrm{~B}}_{r}}\left|\rho \nabla u_{0}+u_{0} \otimes \nabla \rho\right|^{q} \mathrm{~d} x\right)  \tag{6.19}\\
& +\int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x-\int_{\Omega^{\prime} \backslash \overline{\mathrm{B}}_{r}} F\left(\nabla u_{0}\right) \mathrm{d} x
\end{align*}
$$

so that the lower bound in (6.17) follows by virtue of (6.19), Corollary 6.6 and since $\left(u_{j}\right)$ is generating for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(0)} ; \mathrm{B}_{r}, \Omega^{\prime}\right]$. Thus, $-\infty<\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right]$, and a similar argument establishes

$$
\begin{equation*}
-\infty<\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\right] \tag{6.20}
\end{equation*}
$$

whenever $w \in \operatorname{BV}\left(\Omega \backslash \overline{\mathrm{~B}}_{r} ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \Omega}(w-v)=0 \not \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$ and $\operatorname{tr}_{\partial \mathrm{B}_{r}}^{-}(w)=$ $\operatorname{tr}_{\partial^{*}}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}$. By the same line of argument we then already deduce that $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \in(-\infty, \infty)$ too since $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$ holds by assumption.

We proceed to show that $\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right]=\infty$ cannot happen. By our assumption on $r$ and since $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$, we may invoke Proposition 5.3 to obtain the existence of a generating sequence $\left(w_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}}\left(w_{j}\right)=\operatorname{tr}_{\partial \mathrm{B}_{r}}(u)$ for all $j \in \mathbb{N}$. Suppose
that, for some suitable subsequence $\left(w_{j(i)}\right) \subset\left(w_{j}\right)$, there holds $\lim _{i \rightarrow \infty} \int_{\mathrm{B}_{r}} F\left(\nabla w_{j(i)}\right) \mathrm{d} x=$ $+\infty$. Then, since $\left(w_{j(i)}\right)$ is still generating for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$,

$$
\lim _{i \rightarrow \infty}\left(\int_{\mathrm{B}_{r}} F\left(\nabla w_{j(i)}\right) \mathrm{d} x+\int_{\Omega^{\prime} \backslash \overline{\mathrm{B}}_{r}} F\left(\nabla w_{j(i)}\right) \mathrm{d} x\right)<\infty
$$

implies that necessarily

$$
\begin{equation*}
\liminf _{i \rightarrow \infty} \int_{\Omega^{\prime} \backslash \overline{\mathrm{B}}_{r}} F\left(\nabla w_{j(i)}\right) \mathrm{d} x=-\infty \tag{6.21}
\end{equation*}
$$

On the other hand, setting

$$
z_{j(i)}:=\left\{\begin{array}{ll}
w_{j(i)} & \text { in } \Omega \backslash \overline{\mathrm{B}}_{r}, \\
u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\left(\Omega \backslash \overline{\mathrm{B}}_{r}\right)}
\end{array} \quad \text { and } \quad \mathbf{z}:= \begin{cases}u & \text { in } \Omega \backslash \overline{\mathrm{B}}_{r}, \\
u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\left(\Omega \backslash \overline{\mathrm{B}}_{r}\right)},\end{cases}\right.
$$

we have $z_{j(i)} \xrightarrow{*} \mathbf{z}$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$, and then (6.21) leads to a contradiction in view of (6.20). Hence (a) follows. Ad (b). Let $u_{0}$ and $w$ be defined as above, and let $\left(u_{j}^{(1)}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\mathrm{~B}_{r}, \Omega^{\prime}\right)$ and $\left(u_{j}^{(2)}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega \backslash \overline{\mathrm{~B}}_{r} ; \Omega^{\prime}\right)$ be two generating sequences for the functionals $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(1)} ; \mathrm{B}_{r}, \Omega^{\prime}\right]$ and $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(2)} ; \Omega \backslash \overline{\mathrm{B}}_{r}, \Omega^{\prime}\right]$, respectively, where

$$
\mathbf{u}^{(1)}:=\left\{\begin{array}{ll}
u & \text { in } \mathrm{B}_{r},  \tag{6.22}\\
u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\mathrm{B}}_{r},
\end{array} \quad \text { and } \quad \mathbf{u}^{(2)}:= \begin{cases}u & \text { in } \Omega \backslash \overline{\mathrm{B}}_{r}, \\
u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\left(\Omega \backslash \overline{\mathrm{B}}_{r}\right)} .\end{cases}\right.
$$

Defining the glued maps $v_{j} \in \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ by

$$
v_{j}:= \begin{cases}u_{j}^{(1)} & \text { in } \mathrm{B}_{r},  \tag{6.23}\\ u_{j}^{(2)} & \text { in } \Omega \backslash \overline{\mathrm{B}}_{r}, \\ u_{0} & \text { in } \Omega^{\prime} \backslash \bar{\Omega},\end{cases}
$$

we have $v_{j} \xrightarrow{*} \mathbf{u}$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. Therefore,

$$
\begin{align*}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] & \leqslant \lim _{j \rightarrow \infty}\left(\int_{\mathrm{B}_{r}} F\left(\nabla u_{j}^{(1)}\right) \mathrm{d} x+\int_{\Omega \backslash \overline{\mathrm{B}}_{r}} F\left(\nabla u_{j}^{(2)}\right) \mathrm{d} x\right)  \tag{6.24}\\
& =\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right]+\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\right] .
\end{align*}
$$

On the other hand, by assumption we may invoke Proposition 5.3 to find a generating sequence $\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u)=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\left(u_{j}\right)$ for all $j \in \mathbb{N}$. In consequence,

$$
\begin{align*}
\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right] & +\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\right] \\
& \leqslant \liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{r}} F\left(\nabla u_{j}\right) \mathrm{d} x+\liminf _{j \rightarrow \infty} \int_{\Omega \backslash \overline{\mathrm{B}}_{r}} F\left(\nabla u_{j}\right) \mathrm{d} x  \tag{6.25}\\
& \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x=\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]
\end{align*}
$$

which is (b). Ad (c). Let $r$ be as above and let $\varphi \in \mathrm{BV}_{c}\left(\mathrm{~B}_{r} ; \mathbb{R}^{N}\right)$ satisfy $\overline{\mathscr{F}}^{*}\left[u+\varphi ; \mathrm{B}_{r}\right]<\infty$. Let $\left(\vartheta_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\mathrm{~B}_{r}, \Omega^{\prime}\right)$ and $\left(\theta_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega \backslash \overline{\mathrm{~B}}_{r}, \Omega^{\prime}\right)$ be generating sequences for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{v} ; \mathrm{B}_{r}, \Omega^{\prime}\right]$ or $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u}^{(2)} ; \Omega \backslash \overline{\mathrm{B}}_{r} ; \Omega^{\prime}\right]$, respectively, where $\mathbf{v}$ is given by

$$
\mathbf{v}:= \begin{cases}u+\varphi & \text { in } \mathrm{B}_{r}, \\ u_{0} & \text { in } \Omega^{\prime} \backslash \overline{\mathrm{B}}_{r}\end{cases}
$$

and $\mathbf{u}^{(2)}$ is as in (6.22). Gluing $\vartheta_{j}$ and $\theta_{j}$ similarly as in (6.23), we obtain a sequence $\left(\Theta_{j}\right) \subset$ $\mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ such that $\Theta_{j} \stackrel{*}{\rightharpoonup} \mathbf{v}$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. By definition of $\overline{\mathscr{F}}^{*}$, we then obtain

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}^{*}[u+\varphi ; \Omega] \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla \Theta_{j}\right) \mathrm{d} x \leqslant \overline{\mathscr{F}}_{u}^{*}\left[u+\varphi ; \mathrm{B}_{r}\right]+\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\right] \tag{6.26}
\end{equation*}
$$

similarly as in (6.24). We then conclude by use of the BV-minimality of $u$ for compactly supported variations in the second step that

$$
\begin{aligned}
\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\right] & =\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]-\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\right] \quad \text { (as } r \text { is an additivity radius for } \overline{\mathscr{F}}^{*}[u ;-] \text { by (b)) } \\
& \leqslant \overline{\mathscr{F}}_{v}^{*}[u+\varphi ; \Omega]-\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{r}\right] \\
& \stackrel{(6.26)}{\leqslant} \overline{\mathscr{F}}_{u}^{*}\left[u+\varphi ; \mathrm{B}_{r}\right],
\end{aligned}
$$

and hence $u$ is a BV-minimizer of $\overline{\mathscr{F}}_{u}^{*}\left[-; \mathrm{B}_{r}\right]$ for compactly supported variations. This is (c), and the proof is complete.

The following two remarks equally apply mutatis mutandis to the functionals $\overline{\mathscr{F}}$ :
Remark 6.11. In the situation of the previous lemma, if $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ is as in (6.8), $\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ a generating sequence for $\mathscr{F}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ and $\lambda \in \mathrm{RM}_{\text {fin }}\left(\Omega^{\prime}\right)$ a weak*-limit of a suitable subsequence of $\left(\left|D u_{j}\right|\right)$, the above proof shows that Lemma 6.10 (a) and (b) hold provided $\mathcal{M} D u\left(x_{0}, r\right)+\mathcal{M} \lambda\left(x_{0}, r\right)<\infty$.

By the construction from the proof of Lemma 6.10 (b), we then deduce validity of

$$
\begin{equation*}
\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]=\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]+\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{s}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right]+\overline{\mathscr{F}}_{w}^{*}\left[u ; \Omega \backslash \overline{\mathrm{B}}_{s}\left(x_{0}\right)\right] \tag{6.27}
\end{equation*}
$$

for all $0<r<s<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$ with $\mathcal{M} D u\left(x_{0}, t\right)+\mathcal{M} \lambda\left(x_{0}, t\right)<\infty$ for $t \in\{r, s\}$, where $w \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\operatorname{tr}_{\partial \Omega}(v-w)=0$ and $\operatorname{tr}_{\partial \mathrm{B}_{s}\left(x_{0}\right)}^{-}(w)=\operatorname{tr}_{\partial \mathrm{B}_{s}\left(x_{0}\right)}^{+}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$ or $\partial \mathrm{B}_{s}\left(x_{0}\right)$, respectively.

Remark 6.12. Let $1<p<\infty$. If one considers the functionals $\mathscr{F}_{\text {loc }}$ as in [124] (cf. (2.7)), then the proof of the analogue of (6.25) trivialises by the very definition of $\mathscr{F}_{\text {loc }}$. This is so because in the definition of $\mathscr{F}_{\text {loc }}$ not even locally membership of generating sequences in certain Dirichlet classes is required. On the other hand, it is at the analogue of (6.24) for $\mathscr{F}_{\text {loc }}$ where a variant of the good generation theorem is required. In contrast, inequality (6.24) in the above proof only uses $\mathcal{M} D u\left(x_{0}, r\right)<\infty\left(\right.$ whereby $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ ) and the very definition of relaxations with solid boundary values. As such, depending on the definition of the underlying functionals, the difficulties might shift. Yet, independently of the corresponding relaxation, the concepts of local minimizers coincide - see the following Section 6.3.
6.3. Connections with Schmidt's notions of minimality. Let $1<p \leqslant q<\frac{n p}{n-1}$. In this section, we connect the definitions of the relaxed functionals and local minimality for compactly supported variations with those considered by Schmidt [124]. Let us note that [124] deals with unsigned integrands or integrands that are bounded below exclusively, and so we assume throughout this subsection that the integrand $F$ satisfies the following hypotheses as in [124]:
(H1') There exist $\ell, L>0$ such that $\ell|z|^{p} \leqslant F(z) \leqslant L\left(1+|z|^{q}\right)$ holds for all $z \in \mathbb{R}^{N \times n}$.
(H2') For every $m>0$, there exists $\lambda_{m}>0$ such that for all $z \in \mathbb{R}^{N \times n}$ with $|z| \leqslant m$ and $\varphi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right)$ we have

$$
\lambda_{m} f_{\mathrm{B}_{1}(0)}\left(1+|\nabla \varphi|^{2}\right)^{\frac{p-2}{2}}|\nabla \varphi|^{2} \mathrm{~d} x \leqslant f_{\mathrm{B}_{1}(0)} F(z+\nabla \varphi)-F(z) \mathrm{d} x
$$

(H3') $F \in \mathrm{C}\left(\mathbb{R}^{N \times n} ; \mathbb{R}_{\geq 0}\right)$.
Note that (H2') and (H2) $)_{p}$ are equivalent. This follows from the estimate

$$
\left(1+\left|z^{\prime}\right|^{2}\right)^{\frac{1}{2}} \leqslant\left(1+|z|^{2}+\left|z^{\prime}\right|^{2}\right)^{\frac{1}{2}} \leqslant \sqrt{2} \max \{1, m\}\left(1+\left|z^{\prime}\right|^{2}\right)^{\frac{1}{2}}
$$

for all $z, z^{\prime} \in \mathbb{R}^{N \times n}$ with $|z| \leqslant m$ and Lemma 3.7.
Subject to (H1')-(H3'), we then recall from (2.7) the definition of the locally relaxed functional: Given an open subset $\omega \subset \Omega$, define for $u \in \mathrm{~W}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)$

$$
\mathscr{F}_{\text {loc }}[u ; \omega]:=\inf \left\{\liminf _{j \rightarrow \infty} \int_{\omega} F\left(\nabla u_{j}\right) \mathrm{d} x: \begin{array}{c}
\left(u_{j}\right) \subset\left(\mathrm{W}_{\text {loc }}^{1, q} \cap \mathrm{~W}^{1, p}\right)\left(\omega ; \mathbb{R}^{N}\right)  \tag{6.28}\\
u_{j} \rightharpoonup u \text { in } \mathrm{W}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)
\end{array}\right\}
$$

Proposition 6.13. Let $1<p \leqslant q<\frac{n p}{n-1}$ and suppose that $F$ satisfies (H1')-(H3'). Then the following are equivalent for $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ :
(a) $u$ is a local minimizer of $\mathscr{F}_{\text {loc }}$ for compactly supported variations on $\Omega$ in the sense that every $x_{0} \in \Omega$ has an open neighbourhood $\omega \Subset \Omega$ such that $\mathscr{F}_{\operatorname{loc}}[u ; \omega]<\infty$ and

$$
\mathscr{F}_{\mathrm{loc}}[u ; \omega] \leqslant \mathscr{F}_{\mathrm{loc}}[u+\varphi ; \omega] \quad \text { for all } \varphi \in \mathrm{W}_{c}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)
$$

(b) $u$ is a local minimizer of $\overline{\mathscr{F}}$ for compactly supported variations on $\Omega$ in the sense of Definition 1.2 (b).

Proof. Ad ${ }^{\prime}(\mathrm{a}) \Rightarrow(\mathrm{b})^{\prime}$. It is no loss of generality to assume that the set $\omega$ from (a) is an open ball. In fact, let $x_{0} \in \Omega$ and $\omega \Subset \Omega$ be as in (a). As is established in [124, Lem. 7.10], if $w \in \mathrm{~W}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)$ is such that $\mathscr{F}_{\text {loc }}[w ; \omega]<\infty$ and $r>0$ is such that both $\mathrm{B}_{r}\left(x_{0}\right) \Subset \omega$ and

$$
\begin{equation*}
\limsup _{\varepsilon \searrow 0} \frac{1}{\varepsilon} \int_{\mathrm{B}_{r+\varepsilon}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r-\varepsilon}\left(x_{0}\right)}|\nabla w|^{p} \mathrm{~d} x<\infty \tag{6.29}
\end{equation*}
$$

hold, then we have the additivity property

$$
\begin{equation*}
\mathscr{F}_{\mathrm{loc}}[w ; \omega]=\mathscr{F}_{\mathrm{loc}}\left[w ; \mathrm{B}_{r}\left(x_{0}\right)\right]+\mathscr{F}_{\mathrm{loc}}\left[w ; \omega \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right] . \tag{6.30}
\end{equation*}
$$

Let $r$ be a radius that satisfies (6.29) for $w=u$. Whenever $\varphi \in \mathrm{W}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)$ is compactly supported within $\mathrm{B}_{r}\left(x_{0}\right)$ and satisfies $\mathscr{F}_{\text {loc }}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right]<\infty$, then both $w=u, w=u+\varphi$ satisfy (6.29) and hereafter (6.30) together with $\mathscr{F}_{\operatorname{loc}}[w ; \omega]<\infty^{5}$. Combining the resulting identities and using the minimality condition from (a) yields

$$
\begin{equation*}
\mathscr{F}_{\text {loc }}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \leqslant \mathscr{F}_{\mathrm{loc}}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right] \quad \text { for all } \varphi \in \mathrm{W}_{c}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right) \tag{6.31}
\end{equation*}
$$

By definition of $\mathscr{F}_{\text {loc }}$ and the non-negativity of $F$, we have $\mathscr{F}_{\text {loc }}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \leqslant \mathscr{F}_{\text {loc }}[u ; \omega]<\infty$. For this choice of $r$ (cf. (6.29)), [124, Lem. 7.7] provides us with a sequence $\left(v_{j}\right)$ contained in $\left(\mathrm{W}^{1, q} \cap \mathrm{~W}_{u}^{1, p}\right)\left(\mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ such that $v_{j} \rightharpoonup u$ in $\mathrm{W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ and $\mathscr{F}_{\text {loc }}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]=$ $\lim _{j \rightarrow \infty} \int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla v_{j}\right) \mathrm{d} x$. We then deduce from Corollary 4.2 that $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u)$ belongs to $\mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, whereby $\overline{\mathscr{F}}_{u}\left[-; \mathrm{B}_{r}\left(x_{0}\right)\right]$ is well-defined in view of Corollary 6.6. Especially, there exists $\widetilde{v} \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(\widetilde{v})=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \mathscr{H}^{n-1}-$ a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$, and so Lemma 3.3 yields $\left(v_{j}\right) \subset \mathrm{W}_{\widetilde{v}}^{1, q}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$.

Let $\varphi \in \mathrm{W}_{c}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ be such that $\overline{\mathscr{F}}_{u}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right]<\infty$ and take a generating sequence $\left(w_{j}\right) \subset \mathrm{W}_{\widetilde{v}}^{1, q}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ for $\overline{\mathscr{F}}_{u}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right]$. Using that the sequence $\left(v_{j}\right) \subset$ $\mathrm{W}_{\widetilde{v}}^{1, q}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ satisfies $v_{j} \rightharpoonup u$ in $\mathrm{W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ in the first step, we thereby find

$$
\begin{aligned}
\overline{\mathscr{F}}_{u}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] & \leqslant \liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla v_{j}\right) \mathrm{d} x \\
& =\mathscr{F}_{\mathrm{loc}}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \stackrel{(6.31)}{\leqslant} \mathscr{F}_{\mathrm{Foc}}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right] \\
& \leqslant \liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla w_{j}\right) \mathrm{d} x \quad\binom{\text { by definition of } \mathscr{F}_{\text {loc }} \text { and }}{w_{j} \rightharpoonup u+\varphi \text { in } \mathrm{W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)} \\
& =\overline{\mathscr{F}}_{u}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right] .
\end{aligned}
$$

Hence, (b) follows. For the remaining implication ${ }^{\prime}(b) \Rightarrow(a)$ ' we may essentially revert the argument of the previously established direction, and we leave the details to the reader.

We conclude this section with a remark on the underlying terminology:

[^4]Remark 6.14. If $u \in \mathrm{~W}^{1, p}\left(\omega ; \mathbb{R}^{N}\right)$ satisfies the minimality condition from Proposition 6.13 for some $\omega \Subset \Omega$, then $u$ is also referred to as a weak local minimizer in the terminology of Schmidt [124, Def. 6.2]. Here we work with the notions as displayed in Proposition 6.13 to avoid confusion with the common usage of the terminology of weak local minimizers; by the classical interpretation of weak local minimality (e.g. à la [97] by TAHERI and the second named author) one would call $u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ a weak local minimizer provided there exists $\delta>0$ such that $\mathscr{F}_{\text {loc }}[u ; \Omega] \leqslant \mathscr{F}_{\text {loc }}[\psi ; \Omega]$ holds whenever $\psi \in \mathrm{W}_{u}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfies $\| \nabla u-$ $\nabla \psi \|_{L^{\infty}(\Omega)} \leqslant \delta$, and it is easily seen that this notion is not equivalent to the one displayed above.

## 7. Estimates for Linearisations

In this intermediate section, we now record some auxiliary results on shifted integrands that prove instrumental for the linearisation strategy below. For $F \in \mathrm{C}^{1}\left(\mathbb{R}^{N \times n}\right)$ and $w \in \mathbb{R}^{N \times n}$, we define the shifted integrand $F_{w}: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F_{w}(z):=F(w+z)-F(w)-\left\langle F^{\prime}(w), z\right\rangle, \quad z \in \mathbb{R}^{N \times n} \tag{7.1}
\end{equation*}
$$

The following is a straightforward variant of [82, Lem. 4.1]; also see [17, Lem. 2.2].
Lemma 7.1. Let $1 \leqslant p \leqslant q<\infty$ and let $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ be an integrand which satisfies (H1), $(\mathrm{H} 2)_{p}$ and $(\mathrm{H} 3)$. Then for each $m>0$ there exists a constant $c=c\left(n, N, p, q, m, \ell_{m}, L\right) \in$ $[1, \infty)$ such that for all $w \in \mathbb{R}^{N \times n}$ with $|w| \leqslant m$ the following hold for all $z \in \mathbb{R}^{N \times n}$ :
(a) $\left|F_{w}(z)\right| \leqslant c\left(\mathbb{1}_{\{|z| \leqslant 1\}}|z|^{2}+\mathbb{1}_{\{|z|>1\}}|z|^{q}\right)$,
(b) $\left|F_{w}^{\prime}(z)\right| \leqslant c\left(\mathbb{1}_{\{|z| \leqslant 1\}}|z|+\mathbb{1}_{\{|z|>1\}}|z|^{q-1}\right)$,
(c) $\left|F_{w}^{\prime \prime}(0) z-F_{w}^{\prime}(z)\right| \leqslant c V_{\max \{1, q-1\}}(z)$.

Let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfy (H1) and (H2) (or (H2) $)$. Given open and bounded sets $\Omega, \Omega^{\prime} \subset$ $\mathbb{R}^{n}$ with Lipschitz boundaries and $\Omega \Subset \Omega^{\prime}, u_{0} \in \mathrm{~W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ and $v \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ (or $v \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ with $\left.\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{n}\right)\right)$ such that $\operatorname{tr}_{\partial \Omega}\left(u_{0}\right)=\operatorname{tr}_{\partial \Omega}(v) \mathscr{H}^{n-1}$-a.e. on $\partial \Omega$, we define $\overline{\mathscr{F}}_{\nabla a, u_{0}}^{*}\left[-; \Omega, \Omega^{\prime}\right]$ and $\overline{\mathscr{F}}_{\nabla a, v}^{*}[-; \Omega]$ as in (6.8) or (6.11), now systematically replacing $F$ by $F_{\nabla a}$. With the obvious modifications, one then also introduces the functionals $\overline{\mathscr{F}}_{\nabla a, u_{0}}\left[-; \Omega, \Omega^{\prime}\right]$ and $\overline{\mathscr{F}}_{\nabla a, v}[-; \Omega]$ in the $\mathrm{W}^{1, p}$-setting. In this situation, the following lemma will be required in Sections 9 and 10. Its proof is elementary and is provided in the appendix, Section 11.3, for completeness.

Lemma 7.2. Let $F \in \mathrm{C}^{1}\left(\mathbb{R}^{N \times n}\right)$ satisfy (H1) with $1 \leqslant q<\frac{n}{n-1}$ and (H2). Moreover, given $m>0$ and an affine-linear map $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ with $|\nabla a| \leqslant m$, put $\widetilde{u}:=u-a$ for $u \in$ $\mathrm{BV}_{\mathrm{loc}}\left(\Omega ; \mathbb{R}^{N}\right)$. In the situation described above, the following hold:
(a) If $x_{0} \in \Omega$ and $r>0$ is a good radius for $D u$ at $x_{0}$ such that $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \in(-\infty, \infty)$, then $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{r}\left(x_{0}\right)\right] \in(-\infty, \infty)$. Moreover, any additivity radius for $\overline{\mathscr{F}}^{*}$ is an additivity radius for $\overline{\mathscr{F}}_{\nabla a}^{*}$.
(b) The map $u \in \mathrm{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$ is a (local) BV-minimizer of $\overline{\mathscr{F}}^{*}$ (for compactly supported variations) if and only if $\widetilde{u}$ is a (local) BV-minimizer (of $\overline{\mathscr{F}}_{\nabla \text { a }}^{*}$ for compactly supported variations).
(c) There exists a constant $\ell^{(m)}>0$ such that whenever $\mathrm{B}_{s}\left(x_{0}\right) \Subset \Omega$ we have

$$
\begin{equation*}
\ell^{(m)} \int_{\mathrm{B}_{s}\left(x_{0}\right)} V(\nabla \varphi) \mathrm{d} x \leqslant \int_{\mathrm{B}_{s}\left(x_{0}\right)} F_{\nabla a}(\nabla \varphi) \mathrm{d} x \text { for all } \varphi \in \mathrm{W}_{0}^{1, q}\left(\mathrm{~B}_{s}\left(x_{0}\right) ; \mathbb{R}^{N}\right) \tag{7.2}
\end{equation*}
$$

If $1<p \leqslant q<\frac{n p}{n-1}$ and $F \in \mathrm{C}^{1}\left(\mathbb{R}^{N \times n}\right)$ satisfies (H1) and (H2) ${ }_{p}$, (a) and (b) also hold for $\overline{\mathscr{F}}$ and $u \in \mathrm{~W}_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ with the obvious modifications, and (7.2) persists with $V_{p}$ instead of $V$.

Let us remark that (7.2) also holds for $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ in the form

$$
\begin{equation*}
\ell^{(m)} \int_{\mathrm{B}_{s}\left(x_{0}\right)} V(\nabla \varphi) \mathrm{d} x \leqslant \int_{\mathrm{B}_{s}\left(x_{0}\right)} F(\nabla \varphi+\nabla a)-F(\nabla a) \mathrm{d} x \tag{7.3}
\end{equation*}
$$

for all $\varphi \in \mathrm{W}_{0}^{1, q}\left(\mathrm{~B}_{s}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, which is directly seen by (H2) and Lemma 3.6 (f).

## 8. A Mazur-type lemma and the Euler-Lagrange system

This section is devoted to a convergence improvement for certain recovery sequences, which we shall informally refer to as Mazur-type lemma; see Proposition 8.1. As a main consequence, it will allow us to deduce the validity of the Euler-Lagrange system without appealing to measure representations in Corollary 8.5 below. We begin with

Proposition 8.1 (of Mazur-type). Let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfy (H1) and (H2) with $1 \leqslant q<\frac{n}{n-1}$. Given an open and bounded set $\Omega \subset \mathbb{R}^{n}$ with Lipschitz boundary $\partial \Omega$, let $v \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ be such that $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ and let $u$ be a BV-minimizer of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ for compactly supported variations. Letting $D u=\nabla u \mathscr{L}^{n} L \Omega+D^{s} u$ be the Lebesgue-RadonNikodým decomposition of $D u$, there exists a generating sequence $\left(u_{j}\right)$ for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ such that

$$
\begin{equation*}
\nabla u_{j} \rightarrow \nabla u \quad \text { in } \mathscr{L}^{n} \text {-measure on } \Omega \text { as } j \rightarrow \infty \tag{8.1}
\end{equation*}
$$

Proof. Let $\mathcal{L}$ be the set of points $x \in \Omega$, where
(P1) $u$ is approximately differentiable,
(P2) the approximate gradient $\nabla u$ has a Lebesgue point,
(P3) $\lim _{r \searrow 0} \frac{\left|D^{s} u\right|\left(\mathrm{B}_{r}(x)\right)}{r^{n}}=0$.
By the results gathered in Section 3.2, $\mathscr{L}^{n}(\Omega \backslash \mathcal{L})=0$. We split the proof into four steps.
Step 1. A preliminary estimate. Let $x_{0} \in \Omega, 0<r<\frac{1}{2} \operatorname{dist}\left(x_{0}, \partial \Omega\right), M_{0}>0$ and $a: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{N}$ be affine-linear with $|\nabla a| \leqslant M_{0}$. Moreover, let $E_{x_{0}} \subset\left(\frac{4}{3} r, \frac{5}{3} r\right)$ satisfy $\mathscr{L}^{1}\left(E_{x_{0}}\right)=0$. With $\ell_{M_{0}}$ as in (H2), we claim that there exists a constant $c=c\left(M_{0}, \ell_{M_{0}}, L, N, n, q\right)>1$ and a radius $\widetilde{r}=\widetilde{r}\left(u, r, x_{0}, a\right) \in\left(\frac{4}{3} r, \frac{5}{3} r\right) \cap E_{x_{0}}^{\text {C }}$ such that we have

$$
\begin{aligned}
& \limsup _{j \rightarrow \infty} f_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)} V\left(\nabla u_{j}-\nabla a\right) \mathrm{d} x \leqslant c\left(1+|\nabla a|^{q-1}\right) \times \\
& \times\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)}|\nabla u-\nabla a| \mathrm{d} y+\frac{\left|D^{s} u\right|\left(\mathrm{B}_{2 r}\left(x_{0}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{2 r}\left(x_{0}\right)\right)}\right) \\
& +c\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)}|\nabla u-\nabla a| \mathrm{d} y+\frac{\left|D^{s} u\right|\left(\mathrm{B}_{2 r}\left(x_{0}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{2 r}\left(x_{0}\right)\right)}\right)^{q} \\
& +c\left(1+|\nabla a|^{q-1}\right)\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)} \frac{|u-a|}{r} \mathrm{~d} y\right) \\
& +c\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)} \frac{|u-a|}{r} \mathrm{~d} y\right)^{q}
\end{aligned}
$$

whenever $\left(u_{j}\right)$ is a generating sequence for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ such that $\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)}\left(u_{j}\right)=\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)}(u)$ $\mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)$ for all sufficiently large $j \in \mathbb{N}$.

We apply Lemma 3.5 to the interval ( $\frac{4}{3} r, \frac{5}{3} r$ ), the exceptional set

$$
E=\left\{t \in\left(\frac{4}{3} r, \frac{5}{3} r\right): \mathcal{M} D u\left(x_{0}, t\right)=\infty\right\} \cup E_{x_{0}} \cup\left(\frac{4}{3} r, \frac{401}{300} r\right) \cup\left(\frac{499}{300} r, \frac{5}{3} r\right)
$$

and the right-continuous function

$$
\Theta(s):=\frac{1}{s}\|u-a\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{s}\left(x_{0}\right)\right)}+|D(u-a)|\left(\overline{\mathrm{B}}_{s}\left(x_{0}\right)\right), \quad \frac{4}{3} r<s<\frac{5}{3} r .
$$

Within the framework of Lemma 3.5, this corresponds e.g. to the choice $\theta=\frac{1}{25}$. Hence, Lemma 3.5 provides us with $\widetilde{r}, \widetilde{s} \in\left(\frac{4}{3} r, \frac{5}{3} r\right) \cap E^{\complement}, \widetilde{r}<\widetilde{s}$, such that we have

$$
\begin{align*}
& \frac{1}{300} r<\widetilde{r}-\frac{4}{3} r, 3(\widetilde{s}-\widetilde{r}) \leqslant r \leqslant 24(\widetilde{s}-\widetilde{r}), \\
& \frac{\Theta(\widetilde{r})-\Theta(s)}{\widetilde{r}-s} \leqslant 3600 \frac{\Theta\left(\frac{5}{3} r\right)-\Theta\left(\frac{4}{3} r\right)}{r} \text { for } \frac{4}{3} r<s<\widetilde{r}, \\
& \frac{\Theta(s)-\Theta(\widetilde{r})}{s-\widetilde{r}} \leqslant 3600 \frac{\Theta\left(\frac{5}{3} r\right)-\Theta\left(\frac{4}{3} r\right)}{r} \text { for } \widetilde{r}<s<\frac{5}{3} r,  \tag{8.3}\\
& \frac{\Theta(\widetilde{s})-\Theta(s)}{\widetilde{s}-s} \leqslant 3600 \frac{\Theta\left(\frac{5}{3} r\right)-\Theta\left(\frac{4}{3} r\right)}{r} \text { for } \frac{4}{3} r<s<\widetilde{s} .
\end{align*}
$$

For $v \in \mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ we then define, with the trace-preserving operator $\widetilde{\mathbb{E}}$ from Section 4,

$$
\mathbb{T} v:= \begin{cases}\widetilde{\mathbb{E}}_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)} v & \text { in } \mathrm{B}_{\widetilde{r}}\left(x_{0}\right) \\ \widetilde{\mathbb{E}}_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\widetilde{r}}\left(x_{0}\right)} v & \text { in } \mathrm{B}_{\widetilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\widetilde{r}}\left(x_{0}\right), \\ v & \text { in } \Omega \backslash \overline{\mathrm{B}}_{\widetilde{s}}\left(x_{0}\right),\end{cases}
$$

so that Lemma 4.1 implies $\left.\mathbb{T} v\right|_{\mathrm{B}_{\widetilde{s}}\left(x_{0}\right)} \in \mathrm{W}^{1,1}\left(\mathrm{~B}_{\widetilde{s}}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ whenever $\mathcal{M} D v\left(x_{0}, \widetilde{r}\right)<\infty$, again being a consequence of Lemma 4.1, (3.7) and (3.22). This, in particular applies to $u-a$ since $\widetilde{r} \in E^{\complement}$. Moreover, $\mathbb{T}$ is the identity on the affine-linear maps by Lemma 4.1 (c). Towards (8.2), we now claim that there exists a constant $c=c(N, n, q)>0$ such that we have for $j \in\{0,1\}$

$$
\begin{gather*}
f_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right)}\left|D^{j} \mathbb{T} v\right| \leqslant c f_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|D^{j} v\right| \\
f_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right)}\left|\frac{D^{j} \mathbb{T}(u-a)}{\widetilde{s}^{1-j}}\right|^{q} \leqslant c\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|\frac{u-a}{r}\right| \mathrm{d} x+f_{\mathrm{B}_{2 r}\left(x_{0}\right)}|D(u-a)|\right)^{q} \tag{8.4}
\end{gather*}
$$

Estimate $(8.4)_{1}$ is a direct consequence of Lemma 4.1 (b) and $\widetilde{s} \sim r$. For $(8.4)_{2}$, we choose $\varepsilon=\frac{r}{1000}$ in Lemma 4.1 (e). In particular, for this choice of $\varepsilon$ we have $\widetilde{r}-\varepsilon>\frac{4}{3} r$ by $(8.3)_{1}$ and so $(8.3)_{2}$ shall be available for any $s \in(\widetilde{r}-\varepsilon, \widetilde{r})$.

Let $j \in\{0,1\}$. With $\bar{c}=\bar{c}(n, N, q)>0$ being the maximum of the constants provided by Lemma 4.1 (d) and (e), we thus find

$$
\begin{aligned}
\int_{\mathrm{B}_{\widetilde{s}\left(x_{0}\right)}}\left|\frac{D^{j} \mathbb{T}(u-a)}{\widetilde{s}^{1-j}}\right|^{q} & =\int_{\mathrm{B}_{\widetilde{r}}\left(x_{0}\right)}\left|\frac{D^{j} \mathbb{T}(u-a)}{\widetilde{s}^{1-j}}\right|^{q}+\int_{\mathrm{B}_{\widetilde{s}}\left(x_{0}\right) \backslash \mathrm{B}_{\widetilde{r}}\left(x_{0}\right)}\left|\frac{D^{j} \mathbb{T}(u-a)}{\widetilde{s}^{1-j}}\right|^{q} \\
& \leqslant \bar{c} \frac{r^{n(1-q)+q}}{\varepsilon^{q}}\left(\int_{\mathrm{B}_{\widetilde{r}}\left(x_{0}\right)}\left|\frac{D^{j}(u-a)}{\widetilde{s}^{1-j}}\right|\right)^{q} \\
& +\bar{c} r^{n(1-q)+q}\left(\sup _{0<\delta<\varepsilon} \frac{1}{\delta} \int_{\left(\mathrm{B}_{\widetilde{r}}\left(x_{0}\right)\right)_{\delta}^{\mathrm{C}}}\left|\frac{D^{j}(u-a)}{\widetilde{s}^{1-j}}\right|\right)^{q} \\
& +\bar{c} r^{n(1-q)+q}\left(\sup _{0<\delta<\widetilde{s}-\widetilde{r}} \frac{1}{\delta} \int_{\left(\mathrm{B}_{\tilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\widetilde{r}}\left(x_{0}\right)\right)_{\delta}^{\mathrm{C}}}\left|\frac{D^{j}(u-a)}{\widetilde{s}^{1-j}}\right|\right)^{q} \\
& \leqslant c\left(r^{n(1-q)}\left(\int_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|\frac{D^{j}(u-a)}{r^{1-j}}\right|\right)^{q}+r^{n(1-q)+q}\left(\frac{\Theta(2 r)}{r}\right)^{q}\right)
\end{aligned}
$$

the ultimate inequality being valid by our choice of $\varepsilon, \widetilde{r}-\varepsilon>\frac{4}{3} r, \widetilde{s} \sim r$ and (8.3) $-(8.3)_{4}$; here, the lower order terms corresponding to $j=0$ are estimated similarly as in (4.14). Still, $c>0$ as in the ultimate line only depends on $n, N$ and $q$. From here, (8.4) is immediate by the definition of $\Theta$.

Recall that we have assumed $\left(u_{j}\right)$ to be a generating sequence for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ such that we have $\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)}\left(u_{j}\right)=\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{\widetilde{r}\left(x_{0}\right)}$ for all sufficiently large $j \in \mathbb{N}$. We choose a cut-off function $\rho \in \mathrm{C}_{c}^{\infty}(\Omega ;[0,1])$ with $\mathbb{1}_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)} \leqslant \rho \leqslant \mathbb{1}_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right)}$ and $|\nabla \rho| \leqslant \frac{48}{r}$, cf. (8.3) ${ }_{1}$. Define

$$
\varphi_{j}:= \begin{cases}u_{j}-a & \text { in } \mathrm{B}_{\widetilde{r}}\left(x_{0}\right) \\ \rho \widetilde{\mathbb{E}}_{\mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}}(u-a) & \text { in } \mathrm{B}_{\widetilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\widetilde{r}}\left(x_{0}\right),\end{cases}
$$

so that $\varphi_{j} \in \mathrm{~W}_{c}^{1, q}\left(\mathrm{~B}_{\widetilde{s}}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ for all sufficiently large $j \in \mathbb{N}$. Since $u$ is a BV-minimizer of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ for compactly supported variations and $\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)}(\mathbb{T} u)=\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}\left(x_{0}\right)}(u)$, we have

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)} F\left(\nabla u_{j}\right)-F(\nabla \mathbb{T} u) \mathrm{d} x \leqslant 0 \tag{8.5}
\end{equation*}
$$

Indeed, setting

$$
w:=\left\{\begin{array}{ll}
u & \text { in } \Omega \backslash \overline{\mathrm{B}}_{\widetilde{r}}\left(x_{0}\right), \\
\mathbb{T} u & \text { in } \mathrm{B}_{\widetilde{r}}\left(x_{0}\right),
\end{array} \text { and } w_{j}:= \begin{cases}u_{j} & \text { in } \Omega \backslash \overline{\mathrm{B}}_{\widetilde{r}}\left(x_{0}\right), \\
\mathbb{T} u & \text { in } \mathrm{B}_{\widetilde{r}}\left(x_{0}\right)\end{cases}\right.
$$

we have $w_{j} \stackrel{*}{\rightharpoonup} w$ in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$. Thus, since $\left(u_{j}\right)$ is generating, $w-u \in \mathrm{BV}_{c}\left(\Omega ; \mathbb{R}^{N}\right)$ and $u$ is a BV-minimizer of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ for compactly supported variations,

$$
\limsup _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x=\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \leqslant \overline{\mathscr{F}}_{v}^{*}[w ; \Omega] \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla w_{j}\right) \mathrm{d} x,
$$

so that (8.5) follows by virtue of

$$
\begin{aligned}
\limsup _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{r}\left(x_{0}\right)}} F\left(\nabla u_{j}\right)-F(\nabla \mathbb{T} u) \mathrm{d} x & \leqslant \limsup _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x \\
& +\limsup _{j \rightarrow \infty}\left(\int_{\Omega}-F\left(\nabla w_{j}\right) \mathrm{d} x\right) \\
& =\limsup _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x \\
& -\liminf _{j \rightarrow \infty}\left(\int_{\Omega} F\left(\nabla w_{j}\right) \mathrm{d} x\right) \leqslant 0
\end{aligned}
$$

Next recall that $|\nabla a| \leqslant M_{0}$, so that the strong quasiconvexity from (H2) is at our disposal with $\ell_{M_{0}}>0$. In combination with the Lipschitz-type bound (3.26) we therefore conclude

$$
\begin{aligned}
& \ell^{\left(M_{0}\right)} \limsup _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right)} V\left(\nabla \varphi_{j}\right) \mathrm{d} x \stackrel{(7.3)}{\leqslant} \limsup _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right)} F\left(\nabla \varphi_{j}+\nabla a\right)-F(\nabla a) \mathrm{d} x \\
& \leqslant \limsup _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)} F\left(\nabla u_{j}\right)-F(\nabla a) \mathrm{d} x \\
&+\int_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\tilde{r}}\left(x_{0}\right)} F(\nabla(\rho \mathbb{T}(u-a))+\nabla a)-F(\nabla a) \mathrm{d} x \\
&(8.5), \mathbb{T} a=a \\
& \leqslant \int_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)} F(\nabla \mathbb{T} u)-F(\nabla \mathbb{T} a) \mathrm{d} x \\
&+\int_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\tilde{r}}\left(x_{0}\right)} F(\nabla(\rho \mathbb{T}(u-a))+\nabla a)-F(\nabla a) \mathrm{d} x \\
& \stackrel{(3.26)}{\leqslant} c \int_{\mathrm{B}_{\tilde{r}}\left(x_{0}\right)}\left(1+|\nabla \mathbb{T}(u-a)|^{q-1}+|\nabla \mathbb{T} a|^{q-1}\right)|\nabla \mathbb{T}(u-a)| \mathrm{d} x \\
&+c \int_{\mathrm{B}_{\tilde{s}}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{\tilde{r}}\left(x_{0}\right)}\left(1+|\nabla(\rho \mathbb{T}(u-a))|^{q-1}+|\nabla a|^{q-1}\right)|\nabla(\rho \mathbb{T}(u-a))| \mathrm{d} x \\
&=: \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

By (8.4) and $r<\widetilde{r}<\widetilde{s}<2 r$, we have
$\mathrm{I} \leqslant c\left(1+|\nabla a|^{q-1}\right) \int_{\mathrm{B}_{2 r}\left(x_{0}\right)}|D(u-a)|+c r^{n}\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|\frac{u-a}{r}\right| \mathrm{d} x+f_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|D^{j}(u-a)\right|\right)^{q}$.
On the other hand, our assumptions on $\rho$ and (8.4) imply

$$
\begin{aligned}
\mathrm{II} & \leqslant c\left(1+|\nabla a|^{q-1}\right)\left(\int_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|\frac{u-a}{r}\right| \mathrm{d} x+\int_{\mathrm{B}_{2 r}\left(x_{0}\right)}|D(u-a)|\right) \\
& +c r^{n}\left(f_{\mathrm{B}_{2 r}\left(x_{0}\right)}\left|\frac{u-a}{r}\right| \mathrm{d} x+f_{\mathrm{B}_{2 r}\left(x_{0}\right)}|D(u-a)|\right)^{q} .
\end{aligned}
$$

Combining the estimations for I, II and recalling that $\ell^{\left(M_{0}\right)}=\ell_{M_{0}} /\left(16\left(1+\left|M_{0}\right|^{2}\right)^{\frac{3}{2}}\right)$ consequently yields (8.2).

Step 2. Construction of a suitable generating sequence. Let $0<\varepsilon<1$ be given. For each $x \in \mathcal{L}$, we set $M_{0, x}:=|\nabla u(x)|$. This fixes the constant $c=c\left(M_{0, x}, \ell_{M_{0, x}}, L, N, n, q\right)>0$ from step 1 underlying inequality (8.2); this constant explicitely depends on $x$. Properties (P1)(P3) let us conclude the existence of some $0<r_{x}<\frac{1}{2} \operatorname{dist}(x, \partial \Omega)$ such that we have for all
$0<r<r_{x}$

$$
\begin{align*}
& \left(1+|\nabla u(x)|^{q-1}\right)\left(f_{\mathrm{B}_{2 r}(x)}|\nabla u-\nabla u(x)| \mathrm{d} y+\frac{\left|D^{s} u\right|\left(\overline{\mathrm{B}}_{2 r}(x)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{2 r}(x)\right)}\right)<\frac{2^{n} \varepsilon}{3^{n+2} c}  \tag{8.6}\\
& \left(1+|\nabla u(x)|^{q-1}\right)\left(f_{\mathrm{B}_{2 r}(x)} \frac{|u(y)-\nabla u(x)(y-x)-u(x)|}{r} \mathrm{~d} y\right)<\frac{2^{n} \varepsilon}{3^{n+2} c}
\end{align*}
$$

Let $\Omega^{\prime}$ be an open and bounded set with Lipschitz boundary such that $\Omega \Subset \Omega^{\prime}$. As usual, let $u_{0} \in$ $\mathrm{W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ be such that $u_{0}$ attains the same traces along $\partial \Omega$ as $v$, and let $\left(v_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ be a generating sequence for $\overline{\mathscr{F}}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$. Here, as in (6.7), $\mathbf{u}$ denotes the extension of $u$ to $\Omega^{\prime}$ by $u_{0}$. Next let $\lambda^{\prime} \in \operatorname{RM}_{\mathrm{fin}}\left(\Omega^{\prime}\right)$ be a weak*-limit of a suitable subsequence of $\left(\left|D v_{j}\right|\right)$.

For each $x \in \mathcal{L}$ and $0<r<r_{x}$, we apply step 1 to the particular choice $M_{0}=M_{0, x}, E_{x}:=$ $\left\{t \in\left(\frac{4}{3} r, \frac{5}{3} r\right): \mathcal{M} D u(x, t)=\infty\right.$ or $\left.\mathcal{M} \lambda^{\prime}(x, t)=\infty\right\}$ and $a(y)=\nabla u(x) \cdot(y-x)+u(x)$. We thus obtain the existence of some ${ }^{6} \widetilde{r}=\widetilde{r}\left(u, r, x, \lambda^{\prime}\right) \in\left(\frac{4}{3} r, \frac{5}{3} r\right) \cap E_{x}^{\complement}$ such that (8.2) with $x_{0}$ replaced by $x$ holds for any generating sequence $\left(u_{j}\right)$ for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ that eventually attains the same traces along $\partial \mathrm{B}_{\tilde{r}}(x)$ as $u$. Now consider the family $\mathscr{V}$ of closed balls given by

$$
\begin{equation*}
\mathscr{V}:=\left\{\overline{\mathrm{B}}_{\widetilde{r}\left(u, r, x, \lambda^{\prime}\right)}(x): x \in \mathcal{L}, 0<r<r_{x}\right\} \tag{8.7}
\end{equation*}
$$

Then $\mathscr{V}$ is a Vitali covering for $\mathcal{L}$ and so, by the Vitali covering theorem [10, Thm. 2.19], there exists $\mathbb{K} \subseteq \mathbb{N}$ and a sequence $\left(\overline{\mathrm{B}}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)\right)_{k \in \mathbb{K}} \subset \mathscr{V}$ of pairwise disjoint closed balls such that

$$
\begin{equation*}
\mathscr{L}^{n}\left(\mathcal{L} \backslash \bigcup_{k \in \mathbb{K}} \overline{\mathrm{~B}}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)\right)=0 \text { and so } \mathscr{L}^{n}\left(\Omega \backslash \bigcup_{k \in \mathbb{K}} \overline{\mathrm{~B}}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)\right)=0 \tag{8.8}
\end{equation*}
$$

because of $\mathscr{L}^{n}(\Omega \backslash \mathcal{L})=0$. Corollary 5.4 then allows us to modify $\left(v_{j}\right)$ to a sequence $\left(u_{j}\right)$ which is still generating for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ and, for each $k \in \mathbb{K}$, there exists $j_{k} \in \mathbb{N}$ such that $\operatorname{tr}_{\partial \mathrm{B}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)}\left(u_{j}\right)=\operatorname{tr}_{\partial \mathrm{B}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)$ for all $j \geq j_{k}$. For brevity, we now write $\mathrm{B}^{(k)}:=\mathrm{B}_{\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)}\left(x_{k}\right)$.

Step 3. Bounds for the sequence from step 2. By construction, the sequence $\left(u_{j}\right)$ satisfies the requirements from step 1 for any ball $\mathrm{B}^{(k)}, k \in \mathbb{K}$. Rewriting (8.6) for $x=x_{k}$ and $r=r_{k}$, we have for all $k \in \mathbb{K}$

$$
\begin{align*}
& \left(1+\left|\nabla u\left(x_{k}\right)\right|^{q-1}\right)\left(f_{\mathrm{B}_{2 r_{k}}\left(x_{k}\right)}\left|\nabla u-\nabla u\left(x_{k}\right)\right| \mathrm{d} y+\frac{\left|D^{s} u\right|\left(\overline{\mathrm{B}}_{2 r_{k}}\left(x_{k}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}_{2 r_{k}}\left(x_{k}\right)\right)}\right)<\frac{2^{n} \varepsilon}{3^{n+2} c_{k}}  \tag{8.9}\\
& \left(1+\left|\nabla u\left(x_{k}\right)\right|^{q-1}\right)\left(f_{\mathrm{B}_{2 r_{k}}\left(x_{k}\right)} \frac{\left|u(y)-\nabla u\left(x_{k}\right)\left(y-x_{k}\right)-u\left(x_{k}\right)\right|}{r_{k}} \mathrm{~d} y\right)<\frac{2^{n} \varepsilon}{3^{n+2} c_{k}}
\end{align*}
$$

where we denote the corresponding constants from (8.6) by $c_{k}$ to indicate the additional dependence on $x_{k}$ and $r_{k}$. Thus, estimate (8.2) in conjunction with $q \geq 1$ and $0<\varepsilon<1$ implies

$$
\begin{equation*}
\limsup _{j \rightarrow \infty} \int_{\mathrm{B}^{(k)}} V\left(\nabla u_{j}-\nabla u\left(x_{k}\right)\right) \mathrm{d} y \leqslant \frac{\varepsilon}{2} \mathscr{L}^{n}\left(\mathrm{~B}^{(k)}\right) \tag{8.10}
\end{equation*}
$$

for all $k \in \mathbb{K}$. Since $V$ is 1-Lipschitz by Lemma 3.6 (e), we moreover have for all $j \in \mathbb{N}$

$$
\begin{align*}
\int_{\mathrm{B}^{(k)}} V\left(\nabla u_{j}-\nabla u\right) \mathrm{d} x & \leqslant \int_{\mathrm{B}^{(k)}} V\left(\nabla u_{j}-\nabla u\left(x_{k}\right)\right) \mathrm{d} x  \tag{8.11}\\
& +\int_{\mathrm{B}^{(k)}}\left|\nabla u-\nabla u\left(x_{k}\right)\right| \mathrm{d} x
\end{align*}
$$

and from $\frac{4}{3} r_{k}<\widetilde{r}\left(u, r_{k}, x_{k}, \lambda^{\prime}\right)$ we deduce by $c_{k}>1$ that

$$
\begin{equation*}
\frac{\mathscr{L}^{n}\left(\mathrm{~B}_{2 r_{k}}\left(x_{k}\right)\right)}{\mathscr{L}^{n}\left(\mathrm{~B}^{(k)}\right)} \leqslant\left(\frac{3}{2}\right)^{n}, \text { so } \int_{\mathrm{B}^{(k)}}\left|\nabla u-\nabla u\left(x_{k}\right)\right| \mathrm{d} x \stackrel{(8.9)_{1}}{\leqslant} \frac{\varepsilon}{2} \mathscr{L}^{n}\left(\mathrm{~B}^{(k)}\right) \tag{8.12}
\end{equation*}
$$

[^5]Now define, for $t>0$,

$$
\begin{equation*}
E_{j}^{t}:=\left\{x \in \Omega:\left|\nabla u_{j}(x)-\nabla u(x)\right|>t\right\} . \tag{8.13}
\end{equation*}
$$

Then, by Cebyšev's inequality,

$$
\begin{align*}
& \limsup _{j \rightarrow \infty} \mathscr{L}^{n}\left(\mathrm{~B}^{(k)}\right.\left.\cap E_{j}^{t}\right) \leqslant \limsup _{j \rightarrow \infty} \frac{1}{V(t)} \int_{\mathrm{B}^{(k)}} V\left(\nabla u_{j}-\nabla u\right) \mathrm{d} x \\
& \quad \stackrel{(8.11)}{\leqslant} \limsup _{j \rightarrow \infty} \frac{1}{V(t)} \int_{\mathrm{B}^{(k)}} V\left(\nabla u_{j}-\nabla u\left(x_{k}\right)\right) \mathrm{d} x  \tag{8.14}\\
&+\frac{1}{V(t)} \int_{\mathrm{B}^{(k)}}\left|\nabla u-\nabla u\left(x_{k}\right)\right| \mathrm{d} x \\
& \quad \stackrel{(8.10),(8.12)}{\leqslant} \frac{\varepsilon}{V(t)} \mathscr{L}^{n}\left(\mathrm{~B}^{(k)}\right)
\end{align*}
$$

By (8.8), we may pick a finite subset $\mathbb{K}^{\prime} \subset \mathbb{K}$ such that $\mathscr{L}^{n}\left(\Omega \backslash \bigcup_{k \in \mathbb{K}^{\prime}} \mathrm{B}^{(k)}\right)<\varepsilon$. We then conclude

$$
\begin{aligned}
\limsup _{j \rightarrow \infty} \mathscr{L}^{n}\left(E_{j}^{t}\right) & =\limsup _{j \rightarrow \infty}\left(\mathscr{L}^{n}\left(E_{j}^{t} \backslash \bigcup_{k \in \mathbb{K}^{\prime}} \mathrm{B}^{(k)}\right)+\mathscr{L}^{n}\left(E_{j}^{t} \cap \bigcup_{k \in \mathbb{K}^{\prime}} \mathrm{B}^{(k)}\right)\right) \\
& \leqslant \varepsilon+\limsup _{j \rightarrow \infty} \sum_{k \in \mathbb{K}^{\prime}} \mathscr{L}^{n}\left(E_{j}^{t} \cap \mathrm{~B}^{(k)}\right) \\
& \stackrel{(8.14)}{\leqslant} \varepsilon\left(1+\frac{1}{V(t)} \sum_{k \in \mathbb{K}} \mathscr{L}^{n}\left(\mathrm{~B}^{(k)}\right)\right) \\
& \leqslant \varepsilon\left(1+\frac{\mathscr{L}^{n}(\Omega)}{V(t)}\right)
\end{aligned}
$$

since the $\mathrm{B}^{(k)}$,s are pairwise disjoint and contained in $\Omega$.
Step 4. Diagonal sequence and conclusion. By step 3 , for every $\ell \in \mathbb{N}_{\geq 2}$ there exists a generating sequence $\left(u_{j}^{(\ell)}\right)$ such that

$$
\limsup _{j \rightarrow \infty} \mathscr{L}^{n}\left(\left\{x \in \Omega:\left|\nabla u_{j}^{(\ell)}(x)-\nabla u(x)\right|>\frac{1}{k}\right\}\right) \leqslant \frac{1}{\ell}\left(1+\frac{\mathscr{L}^{n}(\Omega)}{V\left(\frac{1}{k}\right)}\right)
$$

holds for all $k \in \mathbb{N}_{\geq 2}$. Thus, for any $\ell \in \mathbb{N}_{\geq 2}$ and $k \in \mathbb{N}_{\geq 2}$ there exists a subsequence $\left(u_{j_{k, \ell}(i)}^{(\ell)}\right) \subset\left(u_{j}^{(\ell)}\right)$ such that

$$
\begin{gather*}
\mathscr{L}^{n}\left(\left\{x \in \Omega:\left|\nabla u_{j_{k, \ell}(i)}^{(\ell)}(x)-\nabla u(x)\right|>\frac{1}{k}\right\}\right) \leqslant \frac{1}{\ell}\left(1+\frac{\mathscr{L}^{n}(\Omega)}{V\left(\frac{1}{k}\right)}\right)+2^{-i} \\
\left|\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]-\int_{\Omega} F\left(\nabla u_{j_{k, \ell}(i)}^{(\ell)}\right) \mathrm{d} x\right| \leqslant 2^{-i} \tag{8.15}
\end{gather*}
$$

hold for all $i \in \mathbb{N}$. Given $k \in \mathbb{N}_{\geq 2}$, we set $\ell=k^{3}$ and $i=k$, giving us the sequence $\left(u_{k}\right)$ defined by $u_{k}:=u_{j_{k, k^{3}}(k)}^{\left(k^{3}\right)}$. Now, for an arbitrary $t>0$, pick $k_{0} \in \mathbb{N}_{\geq 2}$ such that $\frac{1}{k} \leqslant t$ holds for all $k \geq k_{0}$. Recalling that $(\sqrt{2}-1)|z|^{2} \leqslant V(z)$ for all $|z| \leqslant 1$ (cf. Lemma 3.6 (a)), we have for $k \geq k_{0}$

$$
\begin{aligned}
& \mathscr{L}^{n}\left(\left\{x \in \Omega:\left|\nabla u_{k}(x)-\nabla u(x)\right|>t\right\}\right) \leqslant \mathscr{L}^{n}\left(\left\{x \in \Omega:\left|\nabla u_{k}(x)-\nabla u(x)\right|>\frac{1}{k}\right\}\right) \\
& \stackrel{(8.15)_{1}}{\leqslant} \frac{1}{k^{3}}\left(1+k^{2} \frac{\mathscr{L}^{n}(\Omega)}{\sqrt{2}-1}\right)+2^{-k} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Lastly, $(8.15)_{2}$ implies that $\left(u_{k}\right)$ is generating for $\mathscr{\mathscr { F }}_{v}^{*}[u ; \Omega]$, and the proof is complete.

While the proof is essentially the same, we explicitely state the analogous result for $p>1$ :

Corollary 8.2 (of Mazur-type). Let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ satisfy (H1) and (H2) ${ }_{p}$ with $1<p \leqslant$ $q<\frac{n p}{n-1}$. Given an open and bounded set $\Omega \subset \mathbb{R}^{n}$ with Lipschitz boundary $\partial \Omega$, let $v \in$ $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ be such that $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ and let $u$ be a minimizer of $\overline{\mathscr{F}}_{v}[-; \Omega]$ for compactly supported variations on $\Omega$. Then there exists a generating sequence $\left(u_{j}\right)$ for $\overline{\mathscr{F}}_{v}[u ; \Omega]$ such that

$$
\begin{equation*}
\nabla u_{j} \rightarrow \nabla u \quad \text { in } \mathscr{L}^{n} \text {-measure on } \Omega \text { as } j \rightarrow \infty \tag{8.16}
\end{equation*}
$$

Remark 8.3 (Trivialisation for $1<p=q$ ). Proposition 8.1 and Corollary 8.2 can be interpreted in the way that the Lebesgue-Serrin-Marcellini extension always selects good generating sequences, where good refers to a less oscillatory behaviour. Note that, when $p=q \in(1, \infty)$ and so no proper relaxation is required, Proposition 8.1 is in line with the constant sequence ( $u$ ) already being generating for $\int_{\Omega} F(\nabla u) \mathrm{d} x, u \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.

Remark 8.4. Establishing the convergence $\nabla u_{j} \rightarrow \nabla u$ in $\mathscr{L}^{n}$-measure for local BV-minimizers $u \in \mathrm{BV}_{\text {loc }}\left(\Omega ; \mathbb{R}^{N}\right)$, Proposition 8.1 limits the oscillatory behaviour of suitable generating sequences by use of minimality. Yet, it does not rule out concentration effects, which can be seen via the classical one-dimensional example $F=|\cdot|$. This choice of $F \in \mathrm{C}(\mathbb{R})$ satisfies (H1) and (H2), and $u=\operatorname{sgn}$ is a local minimizer.

In the above proof, minimality for compactly supported variations enters in step 1 . We wish to point out that, in general, even if $q=1$ and $u, u_{j} \in \operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$, the slightly weaker estimate

$$
\limsup _{j \rightarrow \infty} f_{\mathrm{B}_{r}\left(x_{0}\right)} V\left(\nabla u_{j}-\nabla a\right) \mathrm{d} x \leqslant(\text { right-hand side of }(8.2))
$$

is not a plain consequence of the convergence $u_{j} \stackrel{*}{\rightharpoonup} u$ in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$. To see this, consider the following scenario with $n=N=1$ : Set $\Omega=(-1,1), v \equiv 0$ and let $h$ be the 1-periodic extension of $[0,1] \ni x \mapsto\left(\frac{1}{2}-\left|x-\frac{1}{2}\right|\right)$ to $\mathbb{R}$. Letting $u_{j}$ be the restriction of $h_{j}(x):=\frac{1}{j} h(j x)$ to $(-1,1)$, we have $\left(u_{j}\right) \subset \mathrm{W}_{0}^{1,1}(\Omega)$ and $u_{j} \stackrel{*}{\rightharpoonup} u \equiv 0$ in $\operatorname{BV}(\Omega)$, but with $a \equiv 0$ we have for all $0<r<1$

$$
(\sqrt{2}-1)=\limsup _{j \rightarrow \infty} f_{(-r, r)} V\left(u_{j}^{\prime}\right) \mathrm{d} x, \quad \text { whereas }\|u\|_{\mathrm{BV}((-1,1))}=0
$$

As a consequence of the previous proposition, we obtain the validity of the corresponding Euler-Lagrange system:

Corollary 8.5 (Euler-Lagrange system I). Let $1 \leqslant p \leqslant q<\min \left\{\frac{n p}{n-1}, p+1\right\}, \Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary $\partial \Omega$. Moreover,
(a) if $p=1$, let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ be an integrand that satisfies (H1) and (H2), let $v \in$ $\mathrm{BV}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfy $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$, and suppose that $u$ is a BV -minimizer of $\overline{\mathscr{F}}_{v}^{*}[-; \Omega]$ for compactly supported variations.
(b) if $p>1$, let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ be an integrand that satisfies (H1) and (H2) ${ }_{p}$, let $v \in$ $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfy $\operatorname{tr}_{\partial \Omega}(v) \in \mathrm{W}^{1-1 / q, q}\left(\partial \Omega ; \mathbb{R}^{N}\right)$ and suppose that $u$ is a minimizer of $\overline{\mathscr{F}}_{v}[-; \Omega]$ for compactly supported variations.
Denoting $D u=\nabla u \mathscr{L}^{n} L \Omega+D^{s} u$ the Lebesgue-Radon-Nikodým decomposition of $D u$, in each of the cases (a) and (b) we have

$$
\begin{equation*}
\int_{\Omega} F(\nabla u) \mathrm{d} x \leqslant \int_{\Omega} F(\nabla u+\nabla \varphi) \mathrm{d} x \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, s}\left(\Omega ; \mathbb{R}^{N}\right) \tag{8.17}
\end{equation*}
$$

whenever $\frac{p}{p-q+1} \leqslant s \leqslant \infty$. In each of the cases (a) and (b) it follows that if the integrand $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ moreover is of class $\mathrm{C}^{1}\left(\mathbb{R}^{N \times n}\right)$, then we have validity of the Euler-Lagrange system

$$
\begin{equation*}
\int_{\Omega}\left\langle F^{\prime}(\nabla u), \nabla \varphi\right\rangle \mathrm{d} x=0 \quad \text { for all } \varphi \in \mathrm{W}_{0}^{1, s}\left(\Omega ; \mathbb{R}^{N}\right) \tag{8.18}
\end{equation*}
$$

provided $\frac{p}{p-q+1} \leqslant s \leqslant \infty$. In particular, $F^{\prime}(\nabla u)$ is row-wise divergence free in $\Omega$, so satisfies

$$
\begin{equation*}
\operatorname{div}\left(F^{\prime}(\nabla u)\right)=0 \tag{8.19}
\end{equation*}
$$

in the sense of distributions on $\Omega$.
Proof. Let $\varphi \in \mathrm{W}_{c}^{1, \infty}\left(\Omega ; \mathbb{R}^{N}\right)$. By Proposition 8.1 and passing to a subsequence, there exists a generating sequence $\left(u_{j}\right)$ for $\overline{\mathscr{F}}_{v}^{*}[u ; \Omega]$ if $p=1$ (or, by Corollary 8.2, for $\mathscr{\mathscr { F }}_{v}[u ; \Omega]$ if $1<p<$ $\infty)$ that satisfies $\nabla u_{j} \rightarrow \nabla u \mathscr{L}^{n}$-a.e. in $\Omega$; by continuity of $F$, we also have $F\left(\nabla u_{j}+\nabla \varphi\right)-$ $F\left(\nabla u_{j}\right) \rightarrow F(\nabla u+\nabla \varphi)-F(\nabla u) \mathscr{L}^{n}$-a.e. in $\Omega$. By (H2) for $p=1$ or $(\mathrm{H} 2)_{p}$ for $p>1$, respectively, $\left(u_{j}\right)$ is uniformly bounded in $\mathrm{W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ by the same argument as in the proof of Proposition 6.8. Since $q<p+1$, the Lipschitz-type estimate (3.26) yields for all $\omega \subset \Omega$

$$
\begin{align*}
& \int_{\omega}\left|F\left(\nabla u_{j}+\nabla \varphi\right)-F\left(\nabla u_{j}\right)\right| \mathrm{d} x \leqslant c \int_{\omega}\left(1+\left|\nabla u_{j}\right|^{q-1}+|\nabla \varphi|^{q-1}\right)|\nabla \varphi| \mathrm{d} x \\
& \quad \leqslant c \int_{\omega}|\nabla \varphi|+|\nabla \varphi|^{q} \mathrm{~d} x+c\left(\int_{\Omega}\left|\nabla u_{j}\right|^{p}\right)^{\frac{q-1}{p}}\left(\int_{\omega}|\nabla \varphi|^{\frac{p}{p-q+1}} \mathrm{~d} x\right)^{\frac{p-q+1}{p}} \tag{8.20}
\end{align*}
$$

where $c=c(n, N, L, q)>0$. From (8.20) and because of $\sup _{j \in \mathbb{N}}\left\|\nabla u_{j}\right\|_{L^{p}(\Omega)}<\infty$, we conclude that $\left(F\left(\nabla u_{j}+\nabla \varphi\right)-F\left(\nabla u_{j}\right)\right)$ is uniformly integrable. Now, by Vitali's convergence theorem and since the sequence $\left(u_{j}+\varphi\right)$ is admissible for $u+\varphi$ we get

$$
\begin{aligned}
0 & \leqslant \overline{\mathscr{F}}_{v}^{*}[u+\varphi ; \Omega]-\overline{\mathscr{F}}_{v}^{*}[u ; \Omega] \\
& \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega}\left(F\left(\nabla u_{j}+\nabla \varphi\right)-F\left(\nabla u_{j}\right)\right) \mathrm{d} x=\int_{\Omega}(F(\nabla u+\nabla \varphi)-F(\nabla u)) \mathrm{d} x .
\end{aligned}
$$

Thus (8.17) holds for $\varphi \in \mathrm{W}_{c}^{1, \infty}\left(\Omega ; \mathbb{R}^{N}\right)$, and then extends to $\varphi \in \mathrm{W}_{0}^{1, s}\left(\Omega ; \mathbb{R}^{N}\right)$ by (3.26) and validity of (8.17) for $\varphi \in \mathrm{W}_{c}^{1, \infty}\left(\Omega ; \mathbb{R}^{N}\right)$. Finally, when $F$ is $\mathrm{C}^{1}$, then the Euler-Lagrange system (8.19) is a standard consequence of (3.26) and (8.17), recalling that

$$
(-1,1) \backslash\{0\} \ni \varepsilon \mapsto \frac{F(\nabla u+\varepsilon \nabla \varphi)-F(\nabla u)}{\varepsilon}
$$

is dominated by a multiple of $\left(1+|\nabla u|^{q-1}+|\nabla \varphi|^{q-1}\right)|\nabla \varphi| \in \mathrm{L}^{1}$. The proof is complete.
Remark 8.6. In the case $p=1$ and even for $1 \leqslant q<\frac{n}{n-1}$, the preceding corollary yields that the approximate gradients $\nabla u$ (and not only the full gradients $D u$ ) of BV-minimizers $u$ (for compactly supported variations) satisfy the weaker minimality property (8.17) and hereafter the Euler-Lagrange system (8.18). This might seem surprising since the approximate gradients of BV-functions do not have gradient structure in general; by a result of Alberti [6], any $w \in \mathrm{~L}^{1}\left(\Omega ; \mathbb{R}^{N \times n}\right)$ arises as the approximate gradient of a BV-function. In the case $p=q=1$, the Euler-Lagrange system can be seen by employing the integral representation of the relaxed functional (cf. (1.14)) and testing the corresponding Euler-Lagrange system with $\mathrm{W}^{1,1}$-maps, but Proposition 8.1 and Corollary 8.5 show that integral representations are not even required for this conclusion.

In the context of non-negative integrands and $p>1$, where the measure representations of Fonseca \& Malý [65, 30] are available, Schmidt [124, Lems. 7.1-7.3] derives the EulerLagrange system for the functionals $\mathscr{F}_{\text {loc }}$ (cf. (6.28)) as a consequence of the representation

$$
\begin{equation*}
\mathscr{F}_{\mathrm{loc}}[u+\varphi ; \omega]-\mathscr{F}_{\mathrm{loc}}[u ; \omega]=\int_{\omega} F(\nabla u+\nabla \varphi)-F(\nabla u) \mathrm{d} x \tag{8.21}
\end{equation*}
$$

for open $\omega \Subset \Omega$ and $\varphi \in \mathrm{W}^{1, p /(p-q+1)}\left(\Omega ; \mathbb{R}^{N}\right)$ provided $\mathscr{F}_{\text {loc }}[u ; \Omega]<\infty$. This may be interpreted in the sense that if $u$ is perturbed by a sufficiently regular $\varphi$, then the singular part of the measure representing $\mathscr{F}_{\text {loc }}[u ;-]$ does not increase when passing to $\mathscr{F}_{\text {loc }}[u+\varphi ;-]$ on open sets $\omega \Subset \Omega$. We expect that (8.21) persists for the functionals $\overline{\mathscr{F}}^{*}$ or $\overline{\mathscr{F}}$ despite of the present lack of measure representations. However, we refrain from delving more into this matter here as (8.21) is not required for the partial regularity proof below, and shall pursue validity of (8.21) for generic maps $u$ elsewhere.

We conclude this section by stating a variant of Corollary 8.2 for local (BV-)minimizers for compactly supported variations:

Corollary 8.7 (Euler-Lagrange system II). In the situation of
(a) Corollary 8.2 (a), let $u$ be a local BV-minimizer of $\overline{\mathscr{F}}^{*}$ for compactly supported variations.
(b) Corollary 8.2 (b), let $u$ be a local minimizer of $\overline{\mathscr{F}}$ for compactly supported variations.

Given $\frac{p}{p-q+1} \leqslant s \leqslant \infty$, we then have

$$
\begin{equation*}
\int_{\Omega}\left\langle F^{\prime}(\nabla u), \nabla \varphi\right\rangle \mathrm{d} x=0 \quad \text { for all } \varphi \in \mathrm{W}_{c}^{1, s}\left(\Omega ; \mathbb{R}^{N}\right) \tag{8.22}
\end{equation*}
$$

Proof. Let $\varphi \in \mathrm{W}_{c}^{1, s}\left(\Omega ; \mathbb{R}^{N}\right)$ be arbitrary. For any $x_{0} \in \operatorname{spt}(\varphi)$, there exists an open neighbourhood $\omega^{x_{0}} \Subset \Omega$ such that $u$ is a (BV-)minimizer on $\omega^{x_{0}}$ for compactly supported variations. By compactness of $\operatorname{spt}(\varphi)$, there exist finitely many $x_{0}^{1}, \ldots, x_{0}^{m} \in \operatorname{spt}(\varphi)$ such that $\operatorname{spt}(\varphi) \subset \bigcup_{j=1}^{m} \omega^{x_{0}^{j}}$. Let $\left(\rho_{j}\right)$ be a partition of unity of $\operatorname{spt}(\varphi)$ subject to $\left(\omega^{x_{0}^{j}}\right)_{j=1, \ldots, m}$ such that $\operatorname{spt}\left(\rho_{j}\right) \subset \omega^{x_{0}^{j}}$ for all $j \in\{1, \ldots, m\}$. We then conclude by Corollary 8.2

$$
\int_{\Omega}\left\langle F^{\prime}(\nabla u), \nabla \varphi\right\rangle \mathrm{d} x=\sum_{j=1}^{m} \int_{\omega^{x_{0}^{j}}}\left\langle F^{\prime}(\nabla u), \nabla\left(\rho_{j} \varphi\right)\right\rangle \mathrm{d} x=0,
$$

which is (8.22). The proof is complete.

## 9. The Caccioppoli inequality of the second kind

9.1. The Caccioppoli inequality for $(1, q)$-growth. In this section we establish one of the core results of the paper, namely the Caccioppoli inequality of the second kind. We state the theorem for BV-minimizers with respect to compactly supported variations and hereafter the (1,q)-growth regime; the $(p, q)$-case for $1<p<q<\frac{n p}{n-1}$ is addressed in Section 9.2.

Theorem 9.1 (Caccioppoli inequality of the second kind). Let $1<q<\frac{n}{n-1}$. Assume that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies $(\mathrm{H} 1)-(\mathrm{H} 3)$ and suppose that $x_{0} \in \Omega$ and $R>0$ are such that $\mathrm{B}_{2 R}\left(x_{0}\right) \Subset \Omega$. Let $u \in \mathrm{BV}\left(\mathrm{B}_{2 R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ be a BV-minimizer of $\overline{\mathscr{F}}^{*}\left[-; \mathrm{B}_{2 R}\left(x_{0}\right)\right]$ for compactly supported variations; in particular, $\operatorname{tr}_{\partial \mathrm{B}_{2 R}\left(x_{0}\right)}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$. Moreover, given $m>0$, let $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be an affine-linear map with $|\nabla a| \leqslant m$.

Then there exists a constant $c=c\left(n, N, m, L, \ell_{m}\right)>0$ such that

$$
\begin{align*}
f_{\mathrm{B}_{R}\left(x_{0}\right)} V(D(u-a)) \leqslant c[ & f_{\mathrm{B}_{2 R}\left(x_{0}\right)} V\left(\frac{u-a}{R}\right) \\
& \left.+\sum_{j \in\{0,1\}}\left(f_{\mathrm{B}_{2 R}\left(x_{0}\right)} V\left(\frac{D^{j}(u-a)}{R^{1-j}}\right)\right)^{q}\right] \tag{9.1}
\end{align*}
$$

For the proof of Theorem 9.1 and its variant for $p>1$, cf. Corollary 9.3 below, we require the following iteration lemma that appears as a reformulation of [122, Lem. 6.6] for a different choice of the auxiliary $V$-functions. It can be obtained by a slight variation of the proof of [75, Lem. 3.1, §5] by routine means and so is omitted here:

Lemma 9.2. Let $1 \leqslant p<\infty, x_{0} \in \mathbb{R}^{n}$ and $R>0$. Suppose that $v \in \mathrm{~L}^{p}\left(\mathrm{~B}_{2 R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ and that $h:[R, 2 R] \rightarrow \mathbb{R}_{>0}$ is a bounded function. Let $\lambda_{1}, \lambda_{2}, \lambda_{3}, \gamma_{1}, \gamma_{2}, \gamma_{3} \geq 0$ and $0 \leqslant \theta<1$ be constants such that for all $R \leqslant r<s \leqslant 2 R$ there holds

$$
\begin{align*}
h(r) & \leqslant \theta h(s)+\lambda_{1}(s-r)^{\gamma_{1}} \\
& +\lambda_{2} \int_{\mathrm{B}_{2 R}\left(x_{0}\right)} V_{p}\left(\frac{v}{s-r}\right)+\lambda_{3}(s-r)^{\gamma_{2}}\left(\int_{\mathrm{B}_{2 R}\left(x_{0}\right)} V_{p}\left(\frac{v}{s-r}\right)\right)^{\gamma_{3}} . \tag{9.2}
\end{align*}
$$

Then we have, with a constant $c=c\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, \theta, p\right)>0$,

$$
\begin{equation*}
h(R) \leqslant c\left(\lambda_{1} R^{\gamma_{1}}+\lambda_{2} \int_{\mathrm{B}_{2 R}\left(x_{0}\right)} V_{p}\left(\frac{v}{R}\right)+\lambda_{3} R^{\gamma_{2}}\left(\int_{\mathrm{B}_{2 R}\left(x_{0}\right)} V_{p}\left(\frac{v}{R}\right)\right)^{\gamma_{3}}\right) \tag{9.3}
\end{equation*}
$$

Proof of Theorem 9.1. Let $x_{0} \in \Omega$ and $0<R \leqslant r<s \leqslant 2 R<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$. Moreover, let $m>0$ and $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be an affine-linear map with $|\nabla a| \leqslant m$. For ease of notation, we abbreviate $\widetilde{u}:=u-a$ and $\mathrm{B}_{t}:=\mathrm{B}_{t}\left(x_{0}\right)$ for $0<t<2 R$ in the sequel. As above, we let $\lambda \in \operatorname{RM}_{\mathrm{fin}}\left(\Omega^{\prime}\right)$ be a weak*-limit of the total variation sequence of a suitable generating sequence for $\overline{\mathscr{F}}_{\nabla a, v_{0}}^{*}\left[\widetilde{\mathbf{u}} ; \mathrm{B}_{2 R}\left(x_{0}\right), \Omega^{\prime}\right]$, where $\Omega^{\prime}$ is open and bounded with $\mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega^{\prime}$ and $\widetilde{\mathbf{u}}$ is the extension of $\widetilde{u}$ to $\Omega^{\prime}$ by some $v_{0} \in \mathrm{~W}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \mathrm{B}_{2 R}}\left(v_{0}\right)=\operatorname{tr}_{\partial \mathrm{B}_{2 R}}(\widetilde{u})$ $\mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{2 R}$.

Step 1. Choosing good radii. As above, $\mathscr{L}^{1}$-almost all $t \in(r, s)$ satisfy $\mathcal{M} D u\left(x_{0}, t\right)<\infty$ and are additivity radii for $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}[\widetilde{u} ;-]$. We then denote the exceptional set $\mathscr{N}(r, s):=\{t \in$ $(r, s): \mathcal{M} D u\left(x_{0}, t\right)=\infty$ or $\left.\mathcal{M} \lambda\left(x_{0}, t\right)=\infty\right\}$ and define

$$
\begin{equation*}
\Theta(t):=\int_{\overline{\mathrm{B}}_{t}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+\int_{\overline{\mathrm{B}}_{t}} V(D \widetilde{u}), \quad t \in[r, s] . \tag{9.4}
\end{equation*}
$$

Since $V(D \widetilde{u})$ is a Radon measure on $\mathrm{B}_{2 R}, \Theta:[r, s] \rightarrow[0, \infty)$ still is non-decreasing and rightcontinuous. Thus we may apply Lemma 3.5 to the particular choice

$$
\begin{equation*}
E:=\mathscr{N}(r, s) \cup\left(r, \frac{19}{20} r+\frac{1}{20} s\right) \cup\left(\frac{19}{20} s+\frac{1}{20} r, s\right) \tag{9.5}
\end{equation*}
$$

and $f=\Theta$. Then we have $\mathscr{L}^{1}(E)=\frac{1}{10}(s-r)<\theta(s-r)$ with $\theta=\frac{9}{80}$. By definition of $E$ and in light of Lemma 6.10, Lemma 3.5 provides us with additivity radii $\widetilde{r}, \widetilde{s} \in(r, s) \cap E^{\mathrm{C}}$ for $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}[\widetilde{u} ;-]$ satisfying $\widetilde{r}<\widetilde{s}, \frac{1}{8}(s-r) \leqslant \widetilde{s}-\widetilde{r} \leqslant s-r, \mathcal{M} D u\left(x_{0}, \widetilde{r}\right), \mathcal{M} D u\left(x_{0}, \widetilde{s}\right)<\infty$ together with

$$
\begin{array}{ll}
\frac{\Theta(\tau)-\Theta(\widetilde{r})}{\tau-\widetilde{r}} \leqslant 8000 \frac{\Theta(s)-\Theta(r)}{s-r} & \text { for all } \tau \in(\widetilde{r}, s), \\
\frac{\Theta(\widetilde{r})-\Theta(\tau)}{\widetilde{r}-\tau} \leqslant 8000 \frac{\Theta(s)-\Theta(r)}{s-r} & \text { for all } \tau \in(r, \widetilde{r}), \\
\frac{\Theta(\widetilde{s})-\Theta(\tau)}{\widetilde{s}-\tau} \leqslant 8000 \frac{\Theta(s)-\Theta(r)}{s-r} & \text { for all } \tau \in(r, \widetilde{s}),  \tag{9.6}\\
\frac{\Theta(\tau)-\Theta(\widetilde{s})}{\tau-\widetilde{s}} \leqslant 8000 \frac{\Theta(s)-\Theta(r)}{s-r} & \text { for all } \tau \in(\widetilde{s}, s) .
\end{array}
$$

Step 2. Estimating layer terms. For later usage, we now address the estimation of layer terms which arise in the construction of certain competitor maps. Let $r<\varrho_{1}<\varrho_{2}<s$ be such that

$$
\begin{equation*}
\sup _{t \in\left(\varrho_{1}, \varrho_{2}\right)} \frac{\Theta(t)-\Theta\left(\varrho_{1}\right)}{t-\varrho_{1}}+\sup _{t \in\left(\varrho_{1}, \varrho_{2}\right)} \frac{\Theta\left(\varrho_{2}\right)-\Theta(t)}{\varrho_{2}-t} \leqslant \kappa \frac{\Theta(s)-\Theta(r)}{s-r} \tag{9.7}
\end{equation*}
$$

for some $0<\kappa<\infty$. Let ( $\mathrm{B}^{i}$ ) be a Whitney covering for $\mathrm{B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}$ satisfying (W1)-(W4) from Section 4. Define index sets $\mathcal{I}_{\leqslant}, \mathcal{J}_{\leqslant}$and $\mathcal{I}_{>}, \mathcal{J}>$ by

$$
\begin{aligned}
& \mathcal{I}_{\leqslant}:=\left\{i \in \mathbb{N}: f_{\Lambda \mathrm{B}^{i}}|D \widetilde{u}| \leqslant 1\right\}, \quad \mathcal{I}_{>}:=\mathbb{N} \backslash \mathcal{I}_{\leqslant}, \\
& \mathcal{J}_{\leqslant}:=\left\{i \in \mathbb{N}: f_{\Lambda \mathrm{B}^{i}}\left|\frac{\widetilde{u}}{s-r}\right| \mathrm{d} x \leqslant 1\right\}, \quad \mathcal{J}>:=\mathbb{N} \backslash \mathcal{J}_{\leqslant}
\end{aligned}
$$

and introduce a convex and differentiable function $m_{q}: \mathbb{R} \rightarrow[0, \infty)$ by

$$
m_{q}(z):= \begin{cases}|z|^{2} & \text { for }|z| \leqslant 1  \tag{9.8}\\ \frac{2}{q}|z|^{q}+1-\frac{2}{q} & \text { for }|z|>1\end{cases}
$$

An elementary computation establishes that for any finite dimensional, real normed space ( $X, \|$. $\left.\|_{X}\right)$ the uniform equivalences

$$
\begin{array}{ll}
m_{q}\left(\|z\|_{X}\right) \sim_{q} \min \left\{\|z\|_{X}^{2},\|z\|_{X}^{q}\right\} \text { for all } z \in X & \text { if } 1 \leqslant q \leqslant 2 \\
m_{q}\left(\|z\|_{X}\right) \sim_{q} \max \left\{\|z\|_{X}^{2},\|z\|_{X}^{q}\right\} \text { for all } z \in X & \text { if } 2 \leqslant q<\infty \tag{9.9}
\end{array}
$$

hold. Here and in what follows, we put $\mathbb{E}_{\varrho_{1}, \varrho_{2}}:=\mathbb{E}_{\mathrm{B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}}$ with the trace-preserving operator from Section 4. Given $x \in \mathrm{~B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}$, we distinguish two cases: If $x \in \mathrm{~B}^{i}$ with $i \in \mathcal{I}_{\leqslant}$, then by Lemma 4.1 (a) we have because of $1 \leqslant q<\frac{n}{n-1}$

$$
\begin{align*}
m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}(x)\right|\right) & \leqslant c m_{q}\left(f_{\Lambda \mathrm{B}^{i}}|D \widetilde{u}|\right) & & \text { (by Lemma 4.1 (a)) } \\
& \leqslant c\left(f_{\Lambda \mathrm{B}^{i}}|D \widetilde{u}|\right)^{2} & & \text { (by (9.9) } \left.{ }_{1} \text { and } i \in \mathcal{I}_{\leqslant}\right)  \tag{9.10}\\
& \leqslant c f_{\Lambda \mathrm{B}^{i}} V(D \widetilde{u}) & & \text { (by Lemma 3.6, } i \in \mathcal{I}_{\leqslant} \text {and Jensen). }
\end{align*}
$$

On the other hand, if $x \in \mathrm{~B}^{i}$ is such that $i \in \mathcal{I}_{>}$, then we have

$$
\begin{align*}
m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}(x)\right|\right) & \leqslant c m_{q}\left(f_{\Lambda \mathrm{B}^{i}}|D \widetilde{u}|\right) & & \text { (by Lemma } 4.1 \text { (a)) } \\
& \leqslant c\left(f_{\Lambda \mathrm{B}^{i}}|D \widetilde{u}|\right)^{q} & & \text { (by } \left.(9.9)_{1} \text { and } i \in \mathcal{I}_{>}\right)  \tag{9.11}\\
& \leqslant c\left(f_{\Lambda \mathrm{B}^{i}} V(D \widetilde{u})\right)^{q} & & \text { (by Lemma 3.6 and Jensen). }
\end{align*}
$$

We now combine the previous estimates to arrive at

$$
\begin{align*}
& \int_{\mathrm{B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}} m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}\right|\right) \mathrm{d} x \leqslant \sum_{i \in \mathbb{N}} \int_{\mathrm{B}^{i}} m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}\right|\right) \mathrm{d} x \\
&=\sum_{i \in \mathcal{I}_{\leqslant}} \int_{\mathrm{B}^{i}} m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}\right|\right) \mathrm{d} x+\sum_{i \in \mathcal{I}_{>}} \int_{\mathrm{B}^{i}} m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}\right|\right) \mathrm{d} x \\
& \stackrel{(9.10),(9.11)}{\leqslant} c\left(\sum_{i \in \mathcal{I}_{\leqslant}} \int_{\Lambda \mathrm{B}^{i}} V(D \widetilde{u})+\sum_{i \in \mathcal{I}_{>}} \int_{\mathrm{B}^{i}}\left(f_{\Lambda \mathrm{B}^{i}} V(D \widetilde{u})\right)^{q}\right) \mathrm{d} x  \tag{9.12}\\
& \quad(\mathrm{~W} 2), \ell^{1} \hookrightarrow \ell^{q} \\
& \leqslant c\left(\int_{\mathrm{B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}} V(D \widetilde{u})+\left(\sum_{i \in \mathcal{I}_{>}} r_{i}^{n\left(\frac{1}{q}-1\right)} \int_{\Lambda \mathrm{B}^{i}} V(D \widetilde{u})\right)^{q}\right) \\
&= c\left(\mathrm{I}_{a}+\mathrm{I}_{b}\right) .
\end{align*}
$$

As to $\mathrm{I}_{b}$, we introduce as in (4.9) for $m \in \mathbb{N}_{0}$

$$
\mathcal{I}_{>}^{m}:=\left\{i \in \mathcal{I}_{>}: 2^{-m-1}\left(\varrho_{2}-\varrho_{1}\right) \leqslant r_{i}<2^{-m}\left(\varrho_{2}-\varrho_{1}\right)\right\}
$$

so that, with a constant $c^{\prime}>0$ independent of of $i, m, \varrho_{1}, \varrho_{2}$ and $\widetilde{u}, \bigcup_{i \in \mathcal{I}_{>}^{m}} \Lambda \mathrm{~B}^{i} \subset S^{m}$, where we put as in the proof of Lemma 4.1

$$
S^{m}:=\left\{x \in \mathrm{~B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}: \frac{1}{c^{\prime}} 2^{-m}\left(\varrho_{2}-\varrho_{1}\right)<\operatorname{dist}\left(x, \partial\left(\mathrm{~B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}\right)\right)<c^{\prime} 2^{-m}\left(\varrho_{2}-\varrho_{1}\right)\right\}
$$

As in the proof of Lemma 4.1, we then arrive at the following string of inequalities:

$$
\begin{align*}
\mathrm{I}_{b} & \leqslant c\left(\sum_{m=0}^{\infty} \sum_{i \in \mathcal{I}_{>}^{m}} r_{i}^{n\left(\frac{1}{q}-1\right)} \int_{\Lambda \mathrm{B}_{i}} V(D \widetilde{u})\right)^{q} \\
& \left.\leqslant c\left(\sum_{m=0}^{\infty}\left(\left(2^{-m}\left(\varrho_{2}-\varrho_{1}\right)\right)^{n\left(\frac{1}{q}-1\right)} \frac{\left(\varrho_{2}-\varrho_{1}\right)}{2^{m}}\right) \times \frac{2^{m}}{\left(\varrho_{2}-\varrho_{1}\right)} \int_{S^{m}} V(D \widetilde{u})\right)\right)^{q} \\
& \leqslant c\left(\left(\varrho_{2}-\varrho_{1}\right)^{n\left(\frac{1}{q}-1\right)+1} \times\right.  \tag{9.13}\\
& \left.\times \sum_{m=0}^{\infty} 2^{m\left(n\left(1-\frac{1}{q}\right)-1\right)}\left(\sup _{t \in\left(\varrho_{1}, \varrho_{2}\right)} \frac{\Theta(t)-\Theta\left(\varrho_{1}\right)}{t-\varrho_{1}}+\sup _{t \in\left(\varrho_{1}, \varrho_{2}\right)} \frac{\Theta\left(\varrho_{2}\right)-\Theta(t)}{\varrho_{2}-t}\right)\right)^{q} \\
& =: \text { II. }
\end{align*}
$$

Again, due to our assumption $q<\frac{n}{n-1}, n\left(\frac{1}{q}-1\right)+1>0$. Thus by convergence of the geometric series and (9.7),

$$
\begin{align*}
& \mathrm{II} \stackrel{(9.7)}{\leqslant} c\left(\kappa\left(\varrho_{2}-\varrho_{1}\right)^{n\left(\frac{1}{q}-1\right)+1} \frac{\Theta(s)-\Theta(r)}{s-r}\right)^{q} \\
& \stackrel{\varrho_{2}-\varrho_{1} \leqslant s-r}{\leqslant} c \kappa^{q}\left((s-r)^{n\left(\frac{1}{q}-1\right)}\left(\int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+V(D \widetilde{u})\right)\right)^{q}  \tag{9.14}\\
& \quad=c \kappa^{q}(s-r)^{n}\left((s-r)^{-n} \int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+V(D \widetilde{u})\right)^{q} .
\end{align*}
$$

For the bounds of lower order terms, we replace $\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}$ in (9.10), (9.11) and (9.12)ff. systematically by $\frac{\mathbb{E}_{e_{1}, e_{2}} \widetilde{u}}{s-r}$ and then use Lemma 4.1 (a) with $j=0$. In consequence,

$$
\begin{align*}
\sum_{j \in\{0,1\}} \int_{\mathrm{B}_{e_{2}} \backslash \overline{\mathrm{~B}}_{e_{1}}} m_{q}\left(\frac{\left|\nabla^{j} \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}\right|}{(s-r)^{1-j}}\right) \mathrm{d} x \leqslant c\left(\int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}}\left(V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+V(D \widetilde{u})\right)\right.  \tag{9.15}\\
\left.+(s-r)^{n}\left((s-r)^{-n} \int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}}\left(V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+V(D \widetilde{u})\right)\right)^{q}\right)
\end{align*}
$$

with a constant $c=c(q, N, n, \kappa)>0$.
Step 3. Minimality and derivation of (9.1). Put $\sigma:=\frac{\widetilde{s}-\widetilde{\widetilde{r}}}{10}$. We pick a smooth cut-off function $\rho \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{\widetilde{s}} ;[0,1]\right)$ with

$$
\begin{equation*}
\mathbb{1}_{\mathrm{B}_{\tilde{r}+\sigma}} \leqslant \rho \leqslant \mathbb{1}_{\mathrm{B}_{\tilde{s}-\sigma}} \quad \text { and } \quad|\nabla \rho| \leqslant \frac{10}{\widetilde{s}-\widetilde{r}} \tag{9.16}
\end{equation*}
$$

We then put

$$
\mathbb{T} \widetilde{u}:= \begin{cases}\widetilde{u} & \text { in } \mathrm{B}_{\widetilde{r}}  \tag{9.17}\\ \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u} & \text { in } \mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}} \\ \widetilde{u} & \text { in } \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\end{cases}
$$

where $\mathbb{E}_{\widetilde{\widetilde{r}}, \widetilde{s}}:=\mathbb{E}_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}}$ is given as in (4.1), and define the future competitor map

$$
\psi:=(1-\rho) \mathbb{T} \widetilde{u}-\widetilde{u} \in \mathrm{BV}_{c}\left(\mathrm{~B}_{2 R} ; \mathbb{R}^{N}\right)
$$

By Lemma 7.2 and as $u$ is a BV-minimizer of $\overline{\mathscr{F}}^{*}\left[-; \mathrm{B}_{2 R}\right]$ for compactly supported variations,

$$
\begin{equation*}
\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R}\right] \leqslant \overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u}+\psi ; \mathrm{B}_{2 R}\right] . \tag{9.18}
\end{equation*}
$$

Step 3 a. Finiteness. For (9.18) to be non-vacuous, we require $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u}+\psi ; \mathrm{B}_{2 R}\right]<\infty$. This is seen as follows: Since $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right]<\infty$ by Lemmas 6.10, 7.2 and Remark 6.11, there exists $w_{0} \in \mathrm{~W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}}\left(w_{0}\right)=\operatorname{tr}_{\partial \mathrm{B}_{\tilde{r}}}(\widetilde{u}), \operatorname{tr}_{\partial \mathrm{B}_{\tilde{s}}}\left(w_{0}\right)=\operatorname{tr}_{\partial \mathrm{B}_{\tilde{s}}}(\widetilde{u})$ and $\operatorname{tr}_{\partial \mathrm{B}_{2 R}}\left(w_{0}\right)=\operatorname{tr}_{\partial \mathrm{B}_{2 R}}(\widetilde{u}) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{\widetilde{r}}, \partial \mathrm{~B}_{\widetilde{s}}$ or $\partial \mathrm{B}_{2 R}$, respectively. We then find a generating sequence $\left(v_{j}\right) \subset \mathscr{A}_{w_{0}}^{q}\left(\mathrm{~B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}, \Omega^{\prime}\right)$ for $\overline{\mathscr{F}}_{\nabla a, \tilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right]$. Now define, for $j \in \mathbb{N}$,

$$
w_{j}:= \begin{cases}(1-\rho) \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u} & \text { in } \mathrm{B}_{\widetilde{s}} \\
v_{j} & \text { in } \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}, \quad \text { and } \quad w:=\left\{\begin{array}{ll}
(1-\rho) \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u} & \text { in } \mathrm{B}_{\widetilde{s}} \\
w_{0} & \text { in } \Omega^{\prime} \backslash \overline{\mathrm{B}}_{2 R},
\end{array} \quad \text { in } \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right. \\
w_{0} & \text { in } \Omega^{\prime} \backslash \overline{\mathrm{B}}_{2 R}\end{cases}
$$

Then we have $\left(w_{j}\right) \subset \mathscr{A}_{w_{0}}^{q}\left(\mathrm{~B}_{2 R}, \Omega^{\prime}\right)$ and $w_{j} \stackrel{*}{\rightharpoonup} w$ in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. On the other hand, we have $\mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u} \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}} ; \mathbb{R}^{N}\right)$; this is a consequence of step 2 applied to $\varrho_{1}=\widetilde{r}, \varrho_{2}=\widetilde{s}$ and the definition of $m_{q}$. By the support properties of $\rho$, we thus have $(1-\rho) \mathbb{T} u \in \mathrm{~W}^{1, q}\left(\mathrm{~B}_{\widetilde{s}} ; \mathbb{R}^{N}\right)$, and since $(1-\rho) \mathbb{T} u$ attains the same boundary values along $\partial \mathrm{B}_{\widetilde{s}}$ as $\widetilde{u}$, Lemma 6.7 gives

$$
\begin{equation*}
\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[(1-\rho) \mathbb{T} \widetilde{u} ; \mathrm{B}_{\tilde{s}}\right]=\int_{\mathrm{B}_{\tilde{s}}} F_{\nabla a}(\nabla((1-\rho) \mathbb{T} u)) \mathrm{d} x \tag{9.19}
\end{equation*}
$$

In consequence,

$$
\begin{align*}
\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u}+\psi ; \mathrm{B}_{2 R}\right] \stackrel{\left(w_{j}\right) \subset \mathscr{A}_{w_{0}}^{q}\left(\mathrm{~B}_{2 R}, \Omega^{\prime}\right),}{w_{j} \stackrel{*}{\sim} w} \leqslant & \liminf _{j \rightarrow \infty}^{\leqslant}\left(\int_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}} F_{\nabla a}\left(\nabla\left((1-\rho) \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u}\right)\right) \mathrm{d} x\right. \\
& \left.+\int_{\mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}} F_{\nabla a}\left(\nabla v_{j}\right) \mathrm{d} x\right) \\
= & \overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[(1-\rho) \mathbb{T} \tilde{u} ; \mathrm{B}_{\widetilde{s}}\right]+\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right], \tag{9.20}
\end{align*}
$$

where we additionally used $F_{\nabla a}(0)=0$. In particular, $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[u+\psi ; \mathrm{B}_{2 R}\right]<\infty$.
Step 3b. Derivation of (9.1). With $w_{0}$ as in step 3a, we let $\left(\widetilde{u}_{j}\right) \subset \mathscr{A}_{w_{0}}^{q}\left(\mathrm{~B}_{\widetilde{r}}, \Omega^{\prime}\right)$ be a generating sequence for $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{r}}\right]$. This value is finite and $\widetilde{r}$ is an additivity radius for $\overline{\mathscr{F}}^{*}[u ;-]$, which can be seen by Lemma 6.10 (a), (b), Remark 6.11 and $\widetilde{r} \in E^{\complement}$. With the cut-off function $\rho$ from above, we then define

$$
\varphi_{j}:= \begin{cases}\rho \widetilde{u}_{j} & \text { in } \mathrm{B}_{\widetilde{r}} \\ \rho \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u} & \text { in } \mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{\widetilde{u}}} \\ 0 & \text { in } \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\end{cases}
$$

so that $\varphi_{j} \in \mathrm{~W}_{c}^{1, q}\left(\mathrm{~B}_{\widetilde{s}} ; \mathbb{R}^{N}\right)$ and $\varphi_{j} \rightarrow \rho \mathbb{T} \widetilde{u}$ in $\mathrm{L}_{\mathrm{loc}}^{1}\left(\mathrm{~B}_{\widetilde{s}} ; \mathbb{R}^{N}\right)$. Moreover, since $|\nabla a| \leqslant m$ by assumption, we have Lemma 7.2 (c) and hence (7.2) at our disposal. We thus conclude

$$
\begin{aligned}
\ell^{(m)} \int_{\overline{\mathrm{B}}_{r}} V(D \widetilde{u}) & \leqslant \ell^{(m)} \liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{s}}} V\left(\nabla \varphi_{j}\right) \mathrm{d} x \quad(\text { by Lemma 3.1) } \\
& \stackrel{(7.2)}{\leqslant} \liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{s}}} F_{\nabla a}\left(\nabla \varphi_{j}\right) \mathrm{d} x \\
& =\left(\liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{\tilde{r}}} F_{\nabla a}\left(\nabla \widetilde{u}_{j}\right) \mathrm{d} x\right)+\int_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} F_{\nabla a}(\nabla(\rho \mathbb{T} \widetilde{u})) \mathrm{d} x \\
& \stackrel{(*)}{=} \overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R}\right]-\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right]+\int_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}} F_{\nabla a}(\nabla(\rho \mathbb{T} \widetilde{u})) \mathrm{d} x \\
& \stackrel{(9.18)}{\leqslant} \overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u}+\psi ; \mathrm{B}_{2 R}\right]-\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right]+\int_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} F_{\nabla a}(\nabla(\rho \mathbb{T} \widetilde{u})) \mathrm{d} x \\
& \stackrel{(9.20)}{\leqslant} \overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[(1-\rho) \mathbb{T} \widetilde{u} ; \mathrm{B}_{\widetilde{s}}\right]+\left(\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right]-\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right]\right) \\
& +\int_{\mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} F_{\nabla a}(\nabla(\rho \mathbb{T} \widetilde{u})) \mathrm{d} x \\
& =: \mathrm{III}+\mathrm{IV}+\mathrm{V},
\end{aligned}
$$

where we used at $(*)$ that $\widetilde{r}$ is an additivity radius for $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}[u ;-]$ and $\left(\widetilde{u}_{j}\right)$ is generating for $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{r}}\right]$. We now turn to the estimation of III, IV and V.

Ad III and V. Note that $(1-\rho) \mathbb{T} \widetilde{u}$ is supported away from $\overline{\mathrm{B}}_{\widetilde{r}}$ and its restriction to $\mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}$ belongs to $\mathrm{W}^{1, q}\left(\mathrm{~B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}} ; \mathbb{R}^{N}\right)$. Hence, by Lemma 6.7 and the definition of $\mathbb{T}$,

$$
\begin{align*}
& \text { III } \leqslant \int_{\mathrm{B}_{\widetilde{\checkmark}} \backslash \overline{\mathrm{B}}_{\widetilde{r}}} F_{\nabla a}\left(\nabla\left((1-\rho) \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u}\right)\right) \mathrm{d} x \\
& \text { Lem. 7.1(a) } c \int_{\mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}} m_{q}\left((1-\rho) \nabla \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u}-\mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u} \otimes \nabla \rho\right) \mathrm{d} x  \tag{9.21}\\
& \leqslant c \int_{\mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}} m_{q}\left(\nabla \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u}\right) \mathrm{d} x+c \int_{\mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} m_{q}\left(\frac{\mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u}}{s-r}\right) \mathrm{d} x
\end{align*}
$$
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by (9.16) and $(\widetilde{s}-\widetilde{r}) \sim(s-r)$ by (9.5)ff. Here, $c=c\left(n, N, L, \ell^{(m)}, m, q\right)>0$. In a similar vein, we obtain

$$
\begin{equation*}
\mathrm{V} \leqslant c \int_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} m_{q}\left(\nabla \mathbb{E}_{\widetilde{r}, \widetilde{s}} \widetilde{u}\right) \mathrm{d} x+c \int_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} m_{q}\left(\frac{\mathbb{E}_{\tilde{r}, \widetilde{s}} \widetilde{u}}{s-r}\right) \mathrm{d} x . \tag{9.22}
\end{equation*}
$$

We may then combine (9.21) and (9.22). To this end, we recall that by (9.6), (9.7) is satisfied with $\varrho_{1}=\widetilde{r}, \varrho_{2}=\widetilde{s}$ and $\kappa=16000$. By step 2 , (9.15) is applicable and thus yields

$$
\begin{align*}
\mathrm{III}+\mathrm{V} & \leqslant c\left(\int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}}\left(V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+V(D \widetilde{u})\right)\right. \\
& \left.+(s-r)^{n}\left((s-r)^{-n} \int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}}\left(V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+V(D \widetilde{u})\right)\right)^{q}\right) . \tag{9.23}
\end{align*}
$$

Ad IV. We proceed similarly as in step 1 and invoke Lemma 3.5 to find $\sigma_{1}, \sigma_{2}>0$ with the following properties:

$$
\begin{align*}
& \sigma_{1} \leqslant \widetilde{r}-r \leqslant 8 \sigma_{1}, \quad \mathcal{M} D u\left(x_{0}, \widetilde{r}-\sigma_{1}\right)<\infty \\
& \frac{\Theta(\tau)-\Theta\left(\widetilde{r}-\sigma_{1}\right)}{\tau-r+\sigma_{1}} \leqslant 800 \frac{\Theta(\widetilde{r})-\Theta(r)}{\widetilde{r}-r} \quad \text { for all } \tau \in\left(\widetilde{r}-\sigma_{1}, \widetilde{r}\right), \\
& \sigma_{2} \leqslant\left(s-\widetilde{s} \leqslant 8 \sigma_{2}, \quad \mathcal{M} D u\left(x_{0}, \widetilde{s}+\sigma_{2}\right)<\infty,\right.  \tag{9.24}\\
& \frac{\Theta\left(\widetilde{s}+\sigma_{2}\right)-\Theta(\tau)}{\widetilde{s}+\sigma_{2}-\tau} \leqslant 800 \frac{\Theta(s)-\Theta(\widetilde{s})}{s-\widetilde{s}} \quad \text { for all } \tau \in\left(\widetilde{s}, \widetilde{s}+\sigma_{2}\right) .
\end{align*}
$$

Before we continue, we collect some consequences of (9.24): Since $\widetilde{r} \notin E$ with $E$ as in (9.5), we have $\frac{1}{20}(s-r) \leqslant \widetilde{r}-r \leqslant s-r$. Thus, by $(9.24)_{2}$ combined with $\Theta(\widetilde{r}) \leqslant \Theta(s)$ :

$$
\begin{equation*}
\frac{\Theta(\tau)-\Theta\left(\widetilde{r}-\sigma_{1}\right)}{\tau-\widetilde{r}+\sigma_{1}} \leqslant 800 \frac{\Theta(\widetilde{r})-\Theta(r)}{\widetilde{r}-r} \leqslant 16000 \frac{\Theta(s)-\Theta(r)}{s-r} \tag{9.25}
\end{equation*}
$$

for all $\tau \in\left(\widetilde{r}-\sigma_{1}, \widetilde{r}\right)$. Similarly, $\frac{1}{20}(s-r) \leqslant s-\widetilde{s} \leqslant s-r$ and so we have

$$
\begin{equation*}
\frac{\Theta\left(\widetilde{s}+\sigma_{2}\right)-\Theta(\tau)}{\widetilde{s}+\sigma_{2}-\tau} \leqslant 16000 \frac{\Theta(s)-\Theta(r)}{s-r} \quad \text { for all } \tau \in\left(\widetilde{s}, \widetilde{s}+\sigma_{2}\right) . \tag{9.26}
\end{equation*}
$$

By $(9.24)_{1}$ and $(9.24)_{3}$, we choose a cut-off function $\eta \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{2 R} ;[0,1]\right)$ such that

$$
\begin{align*}
& \mathbb{1}_{\mathrm{B}_{\tilde{s}} \backslash \overline{\mathrm{~B}}_{\tilde{r}}} \leqslant \eta \leqslant \mathbb{1}_{\mathrm{B}_{\tilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\tilde{r}-\sigma_{1}}}, \\
& |\nabla \eta| \leqslant 100 \max \left\{\frac{1}{\widetilde{r}-r}, \frac{1}{s-\widetilde{s}}\right\}, \text { so that }|\nabla \eta| \leqslant \frac{2000}{s-r} \tag{9.27}
\end{align*}
$$

We now define a new competitor map $v \in \mathrm{BV}_{c}\left(\mathrm{~B}_{2 R} ; \mathbb{R}^{N}\right)$ by

$$
v:= \begin{cases}\eta \mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u} & \text { on } \mathrm{B}_{\widetilde{r}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}-\sigma_{1}} \\ \widetilde{u} & \text { on } \mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}} \\ \eta \mathbb{E}_{\widetilde{s}, \widetilde{s}+\sigma_{2}} \widetilde{u} & \text { on } \mathrm{B}_{\widetilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\widetilde{s}} \\ 0 & \text { otherwise. }\end{cases}
$$

Similarly as in Step 3a, $\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[v ; \mathrm{B}_{s}\right] \in(-\infty, \infty)$. Moreover, as a substitute of (9.20), we find

$$
\begin{align*}
\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[v ; \mathrm{B}_{s}\right] & \leqslant \overline{\mathscr{F}}_{\nabla a, v}^{*}\left[\eta \mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u} ; \mathrm{B}_{\widetilde{r}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}-\sigma_{1}}\right]+\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right] \\
& +\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[\eta \mathbb{E}_{\widetilde{s}, \widetilde{s}+\sigma_{2}} \widetilde{u} ; \mathrm{B}_{\widetilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right] . \tag{9.28}
\end{align*}
$$

By Lemma 6.10 (b), Remark 6.11, cf. (6.27), and $\widetilde{r}, \widetilde{s} \in E^{\complement}$ we then conclude that

$$
\begin{align*}
\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right] & +\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right]+\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{r}}\right] \\
& =\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R}\right]=\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{2 R} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right]+\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{r}}\right] \tag{9.29}
\end{align*}
$$

whereby

$$
\begin{align*}
& \mathrm{IV} \stackrel{(9.29)}{=}-\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}\left[\widetilde{u} ; \mathrm{B}_{\widetilde{s}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}}\right] \\
& \stackrel{(9.28)}{\leqslant}-\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[v ; \mathrm{B}_{s}\right]  \tag{9.30}\\
&+\left(\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[\eta \mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u} ; \mathrm{B}_{\widetilde{r}} \backslash \overline{\mathrm{~B}}_{r}\right]+\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[\eta \mathbb{E}_{\widetilde{s}, \widetilde{s}+\sigma_{2}} \widetilde{u}^{\prime} ; \mathrm{B}_{s} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right]\right) \\
& \quad=:-\mathrm{IV}_{a}+\mathrm{IV}_{b} .
\end{align*}
$$

To give an estimate on $\left(-\mathrm{IV}_{a}\right)$, we note that by (H2) applied to $\nabla a$ with $|\nabla a| \leqslant m$ and the compact support of $v \in \mathrm{BV}\left(\mathrm{B}_{2 R^{\prime}} ; \mathbb{R}^{N}\right)$, (7.2) implies

$$
\ell^{(m)} \int_{\mathrm{B}_{s}} V(D v) \leqslant \overline{\mathscr{F}}_{\nabla a, v}^{*}\left[v ; \mathrm{B}_{s}\right]
$$

Therefore,

$$
\begin{equation*}
-\mathrm{IV}_{a}=-\overline{\mathscr{F}}_{\nabla a, v}^{*}\left[v ; \mathrm{B}_{s}\right] \leqslant-\ell^{(m)} \int_{\mathrm{B}_{s}} V(D v) \leqslant 0 \tag{9.31}
\end{equation*}
$$

We proceed by estimating the layer term $\mathrm{IV}_{b}$. As in the proofs of Proposition 5.3 or 8.1, using Lemma 4.1 (d), we conclude that the restriction of $v$ to the annulus $\left(\mathrm{B}_{\widetilde{r}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}-\sigma_{1}}\right) \cup\left(\mathrm{B}_{\widetilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right)$ belongs to $\mathrm{W}^{1, q}\left(\left(\mathrm{~B}_{\widetilde{r}} \backslash \overline{\mathrm{~B}}_{\widetilde{r}-\sigma_{1}}\right) \cup\left(\mathrm{B}_{\widetilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\widetilde{s}}\right) ; \mathbb{R}^{N}\right)$. Lemma 6.7 then gives us

$$
\begin{aligned}
& \mathrm{IV}_{b} \leqslant \int_{\mathrm{B}_{\tilde{r}} \backslash \overline{\mathrm{~B}}_{\tilde{r}-\sigma_{1}}} F_{\nabla a}\left(\nabla\left(\eta \mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u}\right)\right) \mathrm{d} x+\int_{\mathrm{B}_{\tilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\tilde{s}}} F_{\nabla a}\left(\nabla\left(\eta \mathbb{E}_{\widetilde{s}, \tilde{s}+\sigma_{2}} \widetilde{u}\right)\right) \mathrm{d} x \\
& \stackrel{\text { Lem. }}{\stackrel{7.1(\mathrm{a})}{\leqslant}} c\left(\int_{\mathrm{B}_{\widetilde{r}} \backslash \overline{\mathrm{~B}}_{\tilde{r}-\sigma_{1}}} m_{q}\left(\nabla\left(\eta \mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u}\right)\right) \mathrm{d} x\right. \\
& \left.+\int_{\mathrm{B}_{\tilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\tilde{s}}} m_{q}\left(\nabla\left(\eta \mathbb{E}_{\widetilde{s}, \widetilde{s}+\sigma_{2}} \widetilde{u}\right)\right) \mathrm{d} x\right) \\
& \stackrel{(9.27)_{2}}{\leqslant} c\left(\int_{\mathrm{B}_{\tilde{r}} \backslash \overline{\mathrm{~B}}_{\tilde{r}-\sigma_{1}}} m_{q}\left(\nabla \mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u}\right) \mathrm{d} x+\int_{\mathrm{B}_{\tilde{r}} \backslash \overline{\mathrm{~B}}_{\tilde{r}-\sigma_{1}}} m_{q}\left(\frac{\mathbb{E}_{\widetilde{r}-\sigma_{1}, \widetilde{r}} \widetilde{u}}{s-r}\right) \mathrm{d} x\right) \\
& +c\left(\int_{\mathrm{B}_{\tilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\tilde{s}}} m_{q}\left(\nabla \mathbb{E}_{\widetilde{s}, \widetilde{s}+\sigma_{2}} \widetilde{u}\right) \mathrm{d} x+\int_{\mathrm{B}_{\tilde{s}+\sigma_{2}} \backslash \overline{\mathrm{~B}}_{\tilde{s}}} m_{q}\left(\frac{\mathbb{E}_{\widetilde{s}, \widetilde{s}+\sigma_{2}} \widetilde{u}}{s-r}\right) \mathrm{d} x\right) \\
& =: \mathrm{IV}_{c}+\mathrm{IV}_{d} \text {. }
\end{aligned}
$$

To estimate $\mathrm{IV}_{c}$, we employ step 2 with $\varrho_{1}=\widetilde{r}-\sigma_{1}$ and $\varrho_{2}=\widetilde{r}$. By (9.6) and (9.25), (9.7) is satisfied for these particular choices of radii with $\kappa=24000$. Thus (9.15) is available for these choices of parameters; the term $\mathrm{IV}_{d}$ can be estimated by analogous means, where we now set
$\varrho_{1}=\widetilde{s}, \varrho_{2}=\widetilde{s}+\sigma_{2}$ and utilise (9.6) and (9.26) to arrive at the requisite form of (9.7). This equally yields (9.15) in this situation. In combination with (9.30) and (9.31), we then obtain

$$
\begin{align*}
& \mathrm{IV} \leqslant c\left(\int_{\mathrm{B}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathscr{L}^{n}+V(D \widetilde{u})\right.  \tag{9.32}\\
& \left.\left.\quad+(s-r)^{n}\left((s-r)^{-n} \int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathscr{L}^{n}+V(D \widetilde{u})\right)\right)^{q}\right) .
\end{align*}
$$

Gathering the estimates from (9.23) and (9.32), we obtain

$$
\begin{aligned}
\int_{\overline{\mathrm{B}}_{r}} V(D \widetilde{u}) \leqslant c \sum_{j \in\{0,1\}}\left(\int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left((s-r)^{j-1} D^{j} \widetilde{u}\right)\right. \\
\left.\quad+(s-r)^{n}\left((s-r)^{-n} \int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left((s-r)^{j-1} D^{j} \widetilde{u}\right)\right)^{q}\right)
\end{aligned}
$$

where $c=c\left(n, N, L, \ell^{(m)}, m, q\right)>0$. Fixing this constant $c$, we fill the hole on the right hand side and add $c \int_{\overline{\mathrm{B}}_{r}} V(D \widetilde{u})$ to both sides. We thus obtain with $\theta=\frac{c}{c+1}$

$$
\begin{aligned}
\int_{\overline{\mathrm{B}}_{r}} V(D \widetilde{u}) & \leqslant \theta \int_{\overline{\mathrm{B}}_{s}} V(D \widetilde{u})+(s-r)^{n}\left((s-r)^{-n} \int_{\mathrm{B}_{2 R}} V(D \widetilde{u})\right)^{q} \\
& +\int_{\overline{\mathrm{B}}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x+(s-r)^{n}\left((s-r)^{-n} \int_{\mathrm{B}_{s} \backslash \overline{\mathrm{~B}}_{r}} V\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x\right)^{q}
\end{aligned}
$$

Now Lemma 9.2 yields (9.1), and the proof is complete.
9.2. The Caccioppoli inequality for $(p, q)$-growth. We now briefly comment on the requisite modifications in the growth regime $1<p \leqslant q<\frac{n p}{n-1}$ that lead to

Corollary 9.3. Let $1<p \leqslant q<\frac{n p}{n-1}$. Assume that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies (H1), (H2) $p_{p}$ and (H3) and suppose that $x_{0} \in \Omega$ and $R>0$ are such that $\mathrm{B}_{2 R}\left(x_{0}\right) \Subset \Omega$. Let $u \in$ $\mathrm{W}^{1, p}\left(\mathrm{~B}_{2 R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ be a minimizer of $\overline{\mathscr{F}}_{u}\left[-; \mathrm{B}_{2 R}\left(x_{0}\right)\right]$ for compactly supported variations. Moreover, given $m>0$, let $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be an affine-linear map with $|\nabla a| \leqslant m$.

Then there exists a constant $c=c\left(n, N, m, L, \ell_{m}, p, q\right)>0$ such that

$$
\begin{align*}
f_{\mathrm{B}_{R}\left(x_{0}\right)} V_{p}(\nabla(u-a)) \mathrm{d} x \leqslant c & f_{\mathrm{B}_{2 R}\left(x_{0}\right)} V_{p}\left(\frac{u-a}{R}\right) \\
& \left.+\sum_{j \in\{0,1\}}\left(f_{\mathrm{B}_{2 R}\left(x_{0}\right)} V_{p}\left(\frac{\nabla^{j}(u-a)}{R^{1-j}}\right) \mathrm{d} x\right)^{\frac{q}{p}}\right] \tag{9.33}
\end{align*}
$$

Proof. We only outline the main modifications, where we now systematically work with $V_{p}$ instead of $V=V_{1}$. We keep the set-up of step 1 , where we now take

$$
\Theta_{p}(t):=\int_{\mathrm{B}_{t}} V_{p}\left(\frac{\widetilde{u}}{s-r}\right)+V_{p}(\nabla \widetilde{u}) \mathrm{d} x
$$

instead of (9.4); note that the non-negative measure $\lambda \in \operatorname{RM}_{\mathrm{fin}}\left(\Omega^{\prime}\right)$ is now taken to be a weak*limit of a subsequence of the sequence $\left(\left|\nabla u_{j}\right|^{p} \mathscr{L}^{n} L \Omega^{\prime}\right)$ of the total variation measures for some respective generating sequence $\left(u_{j}\right)$. The main distinction in the proof enters in step 2. Estimate (9.10) holds true, whereas (9.11) is modified by

$$
\begin{align*}
m_{q}\left(\left|\nabla \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}(x)\right|\right) & \leqslant c m_{q}\left(f_{\Lambda \mathrm{B}^{i}}|\nabla \widetilde{u}| \mathrm{d} x\right) \quad(\text { by Lemma } 4.1 \text { (a) })  \tag{9.34}\\
& \leqslant c\left(f_{\Lambda \mathrm{B}^{i}} V_{p}(\nabla \widetilde{u}) \mathrm{d} x\right)^{\frac{q}{p}}\left(\text { by Lemma } 3.6 \text { (a), } i \in \mathcal{I}_{>}\right. \text {and Jensen). }
\end{align*}
$$

When we place this estimate into (9.12) and hereafter (9.13), now using that $\ell^{1} \hookrightarrow \ell^{\frac{q}{p}}$ and $q<\frac{n p}{n-1}$, we end up with

$$
\begin{align*}
& \sum_{j \in\{0,1\}} \int_{\mathrm{B}_{\varrho_{2}} \backslash \overline{\mathrm{~B}}_{\varrho_{1}}} m_{q}\left(\frac{\left|\nabla^{j} \mathbb{E}_{\varrho_{1}, \varrho_{2}} \widetilde{u}\right|}{(s-r)^{1-j}}\right) \mathrm{d} x \leqslant c\left(\int_{\mathrm{B}_{s} \backslash \overline{\mathrm{~B}}_{r}} V_{p}\left(\frac{\widetilde{u}}{s-r}\right) \mathrm{d} x\right.  \tag{9.35}\\
& \left.+\int_{\mathrm{B}_{s} \backslash \overline{\mathrm{~B}}_{r}} V_{p}(\nabla \widetilde{u}) \mathrm{d} x+(s-r)^{n}\left((s-r)^{-n} \int_{\mathrm{B}_{s} \backslash \overline{\mathrm{~B}}_{r}} V_{p}\left(\frac{\widetilde{u}}{s-r}\right)+V_{p}(\nabla \widetilde{u}) \mathrm{d} x\right)^{\frac{q}{p}}\right)
\end{align*}
$$

as a substitute for (9.15). Using (H2) $)_{p}$ instead of (H2) in step 3b, the proof now evolves exactly as above.

## 10. Proof of Theorems 2.1 and 2.2

This final section is devoted to the proof of Theorems 2.1 and 2.2. Based on the EulerLagrange system from Corollary 8.5 and the Caccioppoli inequality of the second kind from Corollary 9.3, the superlinear growth case from Theorem 2.2 follows by $\mathbb{A}$-harmonic approximation along the same lines as in [122, Sec. 7.2, 7.3]; also see Remark 10.4 below. In the linear growth regime $p=1$, the corresponding comparison systems can only be solved on specific balls, which is why we address this case explicitely and give the detailled proof.
10.1. Improved distance estimates to an $\mathbb{A}$-harmonic comparison map. By our above discussion, we now suppose that $1=p \leqslant q<\frac{n}{n-1}$. Towards the excess decay in Section 10.2, we require an improved estimate of the local BV-minimizers for compactly supported variations to $\mathbb{A}$-harmonic comparison maps on good balls. Our strategy is inspired by the precursors [81, 82] of the present paper, now being further systematised by the maximal condition (a) below:

Proposition 10.1. Let $1 \leqslant q<\frac{n}{n-1}$ and $\mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega$. Moreover, let $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfy (H1)-(H3) and suppose that $u \in \mathrm{BV}_{\mathrm{loc}}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local minimizer of $\overline{\mathscr{F}}^{*}$ for compactly supported variations in $\Omega$. Then for any $m>0$ there exists a constant $C=C\left(m, n, N, q, L, \ell_{m}\right)>$ 0 (with $\ell_{m}>0$ as in (H2)) such that the following holds: If
(a) $\mathcal{M D u}\left(x_{0}, R\right)<\infty$, and so
(b) $\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(u) \in \mathrm{W}^{\frac{1}{2 n+1}}, \frac{2 n+1}{2 n}\left(\partial \mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ by Corollary 4.2,
and $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ is affine-linear with $|\nabla a| \leqslant m$, then we have with $\widetilde{u}:=u-a$

$$
\begin{equation*}
f_{\mathrm{B}_{R}\left(x_{0}\right)} V\left(\frac{\widetilde{u}-\widetilde{h}}{R}\right) \mathrm{d} x \leqslant C\left(f_{\mathrm{B}_{R}\left(x_{0}\right)} V(D \widetilde{u})\right)^{\frac{2 n}{2 n-1}} \tag{10.1}
\end{equation*}
$$

where $\widetilde{h}$ is the unique solution of the Legendre-Hadamard elliptic system

$$
\begin{cases}-\operatorname{div}\left(F^{\prime \prime}(\nabla a) \nabla \widetilde{h}\right)=0 & \text { in } \mathrm{B}_{R}\left(x_{0}\right)  \tag{10.2}\\ \widetilde{h}=\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(\widetilde{u}) & \text { on } \partial \mathrm{B}_{R}\left(x_{0}\right)\end{cases}
$$

Proof. Let $u \in \operatorname{BV}_{\mathrm{loc}}\left(\Omega ; \mathbb{R}^{N}\right), \mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega$ and $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be as in the proposition. By (3.22) and Corollary 4.2, (a) implies that the right- and left-sided traces of $u$ along $\partial \mathrm{B}_{R}\left(x_{0}\right)$ coincide and that (b) holds because of $1<\vartheta:=\frac{2 n+1}{2 n}<\frac{n}{n-1}$.

Since $\mathbb{A}:=F^{\prime \prime}(\nabla a)$ is Legendre-Hadamard elliptic by $(\mathrm{H} 2)$ and the trace $\operatorname{tr}_{\partial \mathrm{B}_{R}\left(x_{0}\right)}(u)$ belongs to $\mathrm{W}^{1-1 / \vartheta, \vartheta}\left(\partial \mathrm{B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ by (b), the system (10.2) has a unique weak solution $\widetilde{h} \in$ $\mathrm{W}^{1, \vartheta}\left(\mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ by Lemma 3.8 (a). For the following, it is convenient to rescale to the unit ball, and so we define for $x \in \mathrm{~B}_{1}(0)$

$$
\Psi(x):=\frac{\psi\left(x_{0}+R x\right)}{R}, \quad \Phi(x):=\frac{\varphi\left(x_{0}+R x\right)}{R} \quad \text { and } \widetilde{U}(x):=\frac{\widetilde{u}\left(x_{0}+R x\right)}{R}
$$

where $\psi:=\widetilde{u}-\widetilde{h}$ and $\varphi \in\left(\mathrm{C}_{0} \cap \mathrm{C}^{1}\right)\left(\mathrm{B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ is arbitrary. Now define

$$
\mathbb{T}: \mathbb{R}^{N} \ni z \mapsto \begin{cases}z & \text { if }|z| \leqslant 1 \\ \frac{z}{|z|} & \text { if }|z|>1\end{cases}
$$

so that $\mathbb{T}(\Psi) \in \mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right)$. We then consider the auxiliary Legendre-Hadamard elliptic system

$$
\begin{cases}-\operatorname{div}(\mathbb{A} \nabla \Phi)=\mathbb{T}(\Psi) & \text { in } \mathrm{B}_{1}(0),  \tag{10.3}\\ \Phi=0 & \text { on } \partial \mathrm{B}_{1}(0) .\end{cases}
$$

Since $\mathbb{T}(\Psi) \in L^{s}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$ for any $1<s<\infty$, we invoke Lemma 3.8 (b) to find that there exists a weak solution $\Phi$ of (10.3) that satisfies $\Phi \in\left(\mathrm{W}_{0}^{1, s} \cap \mathrm{~W}^{2, s}\right)\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right)$ for all $1<s<\infty$ together with the continuity bounds

$$
\begin{equation*}
\|\Phi\|_{\mathrm{W}^{2, s}\left(\mathrm{~B}_{1}(0)\right)} \leqslant c\|\mathbb{T}(\Psi)\|_{\mathrm{L}^{s}\left(\mathrm{~B}_{1}(0)\right)} \tag{10.4}
\end{equation*}
$$

where $c=c\left(s, m, n, N, L, \ell_{m}\right)>0$. We apply (10.4) to the particular choice $s:=2 n$ and use Morrey's embedding $\mathrm{W}^{1,2 n}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right) \hookrightarrow \mathrm{C}^{0, \frac{1}{2}}\left(\overline{\mathrm{~B}}_{1}(0) ; \mathbb{R}^{N}\right)$ to find

$$
\begin{equation*}
\|\Phi\|_{\mathrm{C}^{0, \frac{1}{2}}\left(\mathrm{~B}_{1}(0)\right)}+\|\nabla \Phi\|_{\mathrm{C}^{0, \frac{1}{2}}\left(\mathrm{~B}_{1}(0)\right)} \stackrel{(10.4)}{\leqslant} c\|\mathbb{T}(\Psi)\|_{\mathrm{L}^{2 n}\left(\mathrm{~B}_{1}(0)\right)} \leqslant c\|V(\Psi)\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{1}(0)\right)}^{\frac{1}{2 n}} \tag{10.5}
\end{equation*}
$$

where now $c=c\left(m, n, N, L, \ell_{m}\right)>0$; here, the second inequality is a consequence of the definition of $\mathbb{T}$ and $V$, cf. Lemma 3.6 (a). Now, since $u$ is a local BV-minimizer of $\overline{\mathscr{F}}^{*}$ for compactly supported variations in $\Omega$, so is $\widetilde{u}$ for $\overline{\mathscr{F}}_{\nabla a}^{*}$ by Lemma 7.2. Thus, with the Lebesgue-Radon-Nikodým decomposition $D \widetilde{U}=\nabla \widetilde{U} \mathscr{L}^{n} L B_{1}(0)+D^{s} U$, we find

$$
\begin{align*}
\left|\int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} D \widetilde{U}, \nabla \Phi\rangle\right| & \leqslant\left|\int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} \nabla \widetilde{U}, \nabla \Phi\rangle \mathrm{d} x\right|+\left|\int_{\mathrm{B}_{1}(0)}\left\langle\mathbb{A} D^{s} U, \nabla \Phi\right\rangle\right| \\
& \leqslant\left|\int_{\mathrm{B}_{1}(0)}\left\langle\left(F_{\nabla a}^{\prime \prime}(0) \nabla \widetilde{U}-F_{\nabla a}^{\prime}(\nabla \widetilde{U})\right), \nabla \Phi\right\rangle \mathrm{d} x\right|  \tag{10.6}\\
& +\left|\int_{\mathrm{B}_{1}(0)}\left\langle F_{\nabla a}^{\prime}(\nabla \widetilde{U}), \nabla \Phi\right\rangle \mathrm{d} x\right|+\left|\int_{\mathrm{B}_{1}(0)}\left\langle\mathbb{A} D^{s} U, \nabla \Phi\right\rangle\right| \\
& =: \mathrm{I}+\mathrm{II}+\mathrm{III},
\end{align*}
$$

and since $\nabla \Phi$ is continuous up to the boundary by (10.5), all terms are meaningful. For term I, we use Lemma 7.1 (c) and $q<\frac{n}{n-1} \leqslant 2$ to find

$$
\begin{equation*}
\mathrm{I} \leqslant c \int_{\mathrm{B}_{1}(0)} V(\nabla \widetilde{U}) \mathrm{d} x\|\nabla \Phi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0)\right)} \stackrel{(10.5)}{\leqslant} c V(D \widetilde{U})\left(\mathrm{B}_{1}(0)\right)\|V(\Psi)\|_{\mathrm{L}^{2}\left(\mathrm{~B}_{1}(0)\right)}^{\frac{1}{2 n}} \tag{10.7}
\end{equation*}
$$

From Lemma 7.2 (b) and Corollary $8.7^{7}$, we infer II $=0$. For term III, we recall (3.9) to find (10.8) $\mathrm{III} \leqslant c(\mathbb{A})\left|D^{s} U\right|\left(\mathrm{B}_{1}(0)\right)\|\nabla \Phi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0)\right)} \stackrel{(10.5)}{\leqslant} c(\mathbb{A}) V(D \widetilde{U})\left(\mathrm{B}_{1}(0)\right)\|V(\Psi)\|_{\mathrm{L}^{\frac{1}{n}}\left(\mathrm{~B}_{1}(0)\right)}^{\frac{1}{n}}$.

In consequence, (10.6)-(10.8) combine to

$$
\begin{equation*}
\left|\int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} D \widetilde{U}, \nabla \Phi\rangle\right| \leqslant c V(D \widetilde{U})\left(\mathrm{B}_{1}(0)\right)\|V(\Psi)\|_{\mathrm{L}^{2}\left(\mathrm{~B}_{1}(0)\right)}^{\frac{1}{2 n}} . \tag{10.9}
\end{equation*}
$$

Since, in particular, $\Phi \in\left(\mathrm{C}_{0} \cap \mathrm{C}^{1}\right)\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{N}\right)$ and $\Psi \in \mathrm{BV}_{0}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$, (10.3) gives

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} \nabla \Phi, D \Psi\rangle=\int_{\mathrm{B}_{1}(0)}\langle\mathbb{T}(\Psi), \Psi\rangle \mathrm{d} x \tag{10.10}
\end{equation*}
$$

Using that $\langle\mathbb{T}(z), z\rangle \leqslant c V(z)$ (cf. Lemma 3.6 (a)) in the second step, we therefore obtain

$$
\begin{gathered}
\int_{\mathrm{B}_{1}(0)} V(\Psi) \mathrm{d} x \stackrel{\text { Lemma 3.6(a) }}{\leqslant} c \int_{\mathrm{B}_{1}(0)} \min \left\{|\Psi|,|\Psi|^{2}\right\} \mathrm{d} x \\
=c \int_{\mathrm{B}_{1}(0)}\langle\mathbb{T}(\Psi), \Psi\rangle \mathrm{d} x
\end{gathered}
$$

[^6]\[

$$
\begin{aligned}
& \stackrel{(10.10)}{=} c \int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} \nabla \Phi, D \Psi\rangle \\
& \mathbb{A} \text { is symmetric } c \int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} D \Psi, \nabla \Phi\rangle \\
& \stackrel{(10.2)}{=} c \int_{\mathrm{B}_{1}(0)}\langle\mathbb{A} D \widetilde{U}, \nabla \Phi\rangle \stackrel{(10.9)}{\leqslant} c V(D \widetilde{U})\left(\mathrm{B}_{1}(0)\right)\|V(\Psi)\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{1}(0)\right)}^{\frac{1}{2 n}}
\end{aligned}
$$
\]

where $c=c\left(m, N, n, q, L, \ell_{m}\right)>0$ is a constant. We may assume that $\|V(\Psi)\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{1}(0)\right)}>0$. Dividing the previous overall inequality by $\|V(\Psi)\|_{L^{1}\left(\mathrm{~B}_{1}(0)\right)}^{\frac{1}{2 n}}$ and raising the resulting inequality to the power $\frac{2 n}{2 n-1}$ yields

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)} V(\Psi) \mathrm{d} x \leqslant c\left(\int_{\mathrm{B}_{1}(0)} V(D \widetilde{U})\right)^{\frac{2 n}{2 n-1}} \tag{10.11}
\end{equation*}
$$

Now we scale back to $\mathrm{B}_{R}\left(x_{0}\right)$ to obtain (10.1), and the proof is complete.
10.2. Preliminary excess decay. Based on Theorem 9.1 and Proposition 10.1 , we are now in position to conclude a preliminary excess decay estimate. This estimate will be subsequently iterated in Corollary 10.3 and thereby imply Theorem 2.1 in Section 10.3. For the remainder of this section, we assume $1=p \leqslant q<\frac{n}{n-1}$. Given $u \in \operatorname{BV}_{\text {loc }}(\Omega)$ and $\mathrm{B}_{r}\left(x_{0}\right) \Subset \Omega$, we define the excess via
(10.12) $\mathbf{E}\left[u ; x_{0}, r\right]:=f_{\mathrm{B}_{r}\left(x_{0}\right)} V\left(D u-(D u)_{\mathrm{B}_{r}\left(x_{0}\right)}\right)$, where $\quad(D u)_{\mathrm{B}_{r}\left(x_{0}\right)}:=\frac{D u\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}{\omega_{n} r^{n}}$.

Proposition 10.2 (Preliminary excess decay). Let $1 \leqslant q<\frac{n}{n-1}$ and suppose that $F: \mathbb{R}^{N \times n} \rightarrow$ $\mathbb{R}$ satisfies $(\mathrm{H} 1)-(\mathrm{H} 3)$. Moreover, let $\omega \Subset \Omega$ be open with Lipschitz boundary and let $u$ be a BV-minimizer of $\overline{\mathscr{F}}_{u}^{*}[-; \omega]$ for compactly supported variations. Then the following hold for all $x_{0} \in \omega$ and $0<R_{0} \leqslant 1$ such that $\mathrm{B}_{R_{0}}\left(x_{0}\right) \Subset \omega:$
(a) For any $M_{0}>0$ there exists a constant $c=c\left(n, N, M_{0}, \ell_{M_{0}}, L, q\right)>0$ with the following property: If

$$
\begin{equation*}
\left|(D u)_{\mathrm{B}_{R_{0}}\left(x_{0}\right)}\right| \leqslant M_{0} \quad \text { and } \quad \mathbf{E}\left[u ; x_{0}, R_{0}\right] \leqslant 1 \tag{10.13}
\end{equation*}
$$

then we have for all $0<\sigma<\frac{1}{10}$ with $\Psi_{q}(t):=t+t^{q}$

$$
\begin{align*}
\mathbf{E}\left[u ; x_{0}, \sigma R_{0}\right] & \leqslant c\left[\Psi_{q}\left(\frac{1}{\sigma^{n+2}}\left(\mathbf{E}\left[u ; x_{0}, R_{0}\right]\right)^{\frac{1}{2 n-1}}\right)+\sigma^{2}+\frac{1}{\sigma^{n q}} \mathbf{E}\left[u ; x_{0}, R_{0}\right]^{q-1}\right] \times  \tag{10.14}\\
& \times \mathbf{E}\left[u ; x_{0}, R_{0}\right]
\end{align*}
$$

(b) For any $M_{0}>0$ and any $0<\alpha<1$, there exist parameters $\sigma=\sigma\left(n, N, M_{0}, \ell_{M_{0}}, L, q\right) \in$ $\left(0, \frac{1}{10}\right)$ and $\bar{\varepsilon}=\bar{\varepsilon}\left(n, N, M_{0}, \ell_{M_{0}}, L, q\right) \in(0,1)$ such that

$$
\begin{equation*}
\left|(D u)_{\mathrm{B}_{R_{0}}\left(x_{0}\right)}\right| \leqslant M_{0} \quad \text { and } \quad \mathbf{E}\left[u ; x_{0}, R_{0}\right] \leqslant \bar{\varepsilon}^{2} \tag{10.15}
\end{equation*}
$$

imply

$$
\begin{equation*}
\mathbf{E}\left[u ; x_{0}, \sigma R_{0}\right] \leqslant \sigma^{1+\alpha} \mathbf{E}\left[u ; x_{0}, R_{0}\right] \tag{10.16}
\end{equation*}
$$

Proof. Let $x_{0} \in \omega$. Ad (a). Let $M_{0}>0$ and let $\mathrm{B}_{R_{0}}:=\mathrm{B}_{R_{0}}\left(x_{0}\right) \Subset \omega$ be such that $(10.13)$ holds. By Jensen's inequality, this implies that

$$
\begin{equation*}
\left|(D u)_{\mathrm{B}_{R_{0}}}\right| \leqslant M_{0} \quad \text { and } \quad f_{\mathrm{B}_{R_{0}}}\left|D u-(D u)_{\mathrm{B}_{R_{0}}}\right| \leqslant 2 \tag{10.17}
\end{equation*}
$$

are both satisfied. We then fix an affine-linear map $a: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ with $\nabla a=(D u)_{\mathrm{B}_{R_{0}}}$ and then define $\tilde{u}:=u-a$. Recalling the accordingly linearised integrand $F_{\nabla a}$ from (7.1), Lemma 7.2 yields that $\tilde{u}$ is a BV-minimizer of $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}}^{*}[-; \omega]$ for compactly supported variations. Put $\vartheta:=$ $\frac{2 n+1}{2 n}$ so that $1<\vartheta<\frac{n}{n-1}$. Corollary 4.2 then provides us with $\frac{17}{20} R_{0}<R<\frac{19}{20} R_{0}$ such that
(i) $\mathcal{M} D u\left(x_{0}, R\right)<\infty$ and
(ii) $\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u}) \in \mathrm{W}^{1-\frac{1}{\vartheta}, \vartheta}\left(\partial \mathrm{~B}_{R} ; \mathbb{R}^{N}\right)$ together with

$$
\begin{equation*}
\left(f_{\partial \mathrm{B}_{R}} \int_{\partial \mathrm{B}_{R}} \frac{\left|\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(x)-\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(y)\right|^{\vartheta}}{|x-y|^{n-2+\vartheta}} \mathrm{d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{\vartheta}} \leqslant c(n) R_{0}^{\frac{1}{\vartheta}} f_{\overline{\mathrm{B}}_{\frac{19}{20} R_{0}}}|D \widetilde{u}|, \tag{10.18}
\end{equation*}
$$

Define $\mathbb{A}:=F^{\prime \prime}(\nabla a)$, so that $\mathbb{A}$ induces a Legendre-Hadamard elliptic bilinear form by virtue of (H1) and (H2) (see (3.29)ff.). By Lemma 3.8 and (ii), the system

$$
\left\{\begin{align*}
-\operatorname{div}(\mathbb{A} \nabla \widetilde{h}) & =0 & & \text { in } \mathrm{B}_{R}  \tag{10.19}\\
\widetilde{h} & =\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u}) & & \text { on } \partial \mathrm{B}_{R}
\end{align*}\right.
$$

$\underset{\sim}{\text { has a unique solution }} \widetilde{h} \in\left(\mathrm{C}^{\infty} \cap \mathrm{W}^{1, \vartheta}\right)\left(\mathrm{B}_{R} ; \mathbb{R}^{N}\right)$. Note that, if $\widetilde{h}$ solves (10.19), then $H:=$ $\widetilde{h}-\left(\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})\right)_{\partial \mathrm{B}_{R}}$ solves

$$
\left\{\begin{align*}
-\operatorname{div}(\mathbb{A} \nabla H) & =0 & & \text { in } \mathrm{B}_{R}  \tag{10.20}\\
H & =\operatorname{tr}_{\partial \mathrm{B}_{R}}\left(\widetilde{u}-\left(\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})\right)_{\partial \mathrm{B}_{R}}\right) & & \text { on } \partial \mathrm{B}_{R}
\end{align*}\right.
$$

The continuity bounds from Lemma 3.8, the fractional Poincaré inequality (3.11) and (10.18) give

$$
\begin{align*}
& R\left(f_{\mathrm{B}_{R}}|\nabla \widetilde{h}(x)|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}}=R\left(f_{\mathrm{B}_{R}}|\nabla H(x)|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}} \\
& \stackrel{\text { Lem. 3.8 }}{\leqslant} c\left(\left(f_{\partial \mathrm{B}_{R}}\left|\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(x)-\left(\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})\right)_{\partial \mathrm{B}_{R}}\right|^{\vartheta} \mathrm{d}^{n-1} x\right)^{\frac{1}{\vartheta}}\right. \\
& \left.+R^{1-\frac{1}{\vartheta}}\left(f_{\partial \mathrm{B}_{R}} \int_{\partial \mathrm{B}_{R}} \frac{\left|\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(x)-\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(y)\right|^{\vartheta}}{|x-y|^{n-2+\vartheta}} \mathrm{d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{\vartheta}}\right)  \tag{10.21}\\
& \stackrel{(3.11)}{\leqslant} c R^{1-\frac{1}{\vartheta}}\left(f_{\partial \mathrm{B}_{R}} \int_{\partial \mathrm{B}_{R}} \frac{\left|\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(x)-\operatorname{tr}_{\partial \mathrm{B}_{R}}(\widetilde{u})(y)\right|^{\vartheta}}{|x-y|^{n-2+\vartheta}} \mathrm{d}^{n-1} x \mathrm{~d}^{n-1} y\right)^{\frac{1}{\vartheta}} \\
& \stackrel{(10.18), \frac{17}{20}}{\leqslant} R_{0}<R<R_{0} c R_{0}\left(f_{\mathrm{B}_{R_{0}}}|D \widetilde{u}|\right)
\end{align*}
$$

where $c=c\left(n, N, L, \ell_{M_{0}}, M_{0}, q\right)>0$. We define $H_{0}(x):=\widetilde{h}\left(x_{0}\right)+\nabla \widetilde{h}\left(x_{0}\right) \cdot\left(x-x_{0}\right)$ and $H_{1}(x):=a(x)+H_{0}(x)$. Then we find with a constant $c=c\left(n, N, L, \ell_{M_{0}}, M_{0}, q\right)>0$

$$
\begin{align*}
&\left|\nabla H_{1}(x)\right| \stackrel{(10.17)}{\leqslant} M_{0}+\left|\nabla \widetilde{h}\left(x_{0}\right)\right| \leqslant M_{0}+\sup _{x \in \mathrm{~B}_{R / 4}}|\nabla \widetilde{h}(x)| \\
& \quad \stackrel{\text { Lem. 3.8 }}{\leqslant} M_{0}+c\left(f_{\mathrm{B}_{R / 2}}|\nabla \widetilde{h}(x)|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}}  \tag{10.22}\\
& \quad \stackrel{(10.21)}{\leqslant} M_{0}+c\left(f_{\mathrm{B}_{R_{0}}}|D \widetilde{u}|\right) \\
& \quad \stackrel{(10.17)}{\leqslant} M_{0}+2 c=: m
\end{align*}
$$

for all $x \in \mathrm{~B}_{R}\left(x_{0}\right)$. Let $0<\sigma<\frac{1}{10}$. At this stage, we use the Caccioppoli inequality from Theorem 9.1 with $m>0$ as in (10.22) and the affine-linear map $H_{1}$; this is admissible by (10.22). We choose a radius $\sigma R_{0}<\widetilde{R}<\frac{3}{2} \sigma R_{0}$ such that $u$ is a BV -minimizer of $\overline{\mathscr{F}}_{u}^{*}\left[-; \mathrm{B}_{2 \widetilde{R}}\left(x_{0}\right)\right]$ for compactly supported variations in $\mathrm{B}_{2 \widetilde{R}}\left(x_{0}\right) ; \mathscr{L}^{1}$-a.e. $\widetilde{R} \in\left(\sigma R_{0}, \frac{3}{2} \sigma R_{0}\right)$ will do by Lemma 6.10 (c). Therefore, Jensen's inequality and Lemma 3.6 then give us with the
convex function $\Psi_{q}(t):=t+t^{q}$

$$
\begin{align*}
& \mathbf{E}\left[u ; x_{0}, \sigma R_{0}\right]=f_{\mathrm{B}_{\sigma R_{0}}} V\left(D u-(D u)_{\mathrm{B}_{\sigma R_{0}}}\right) \\
& \stackrel{\text { Jensen }}{\leqslant} c f_{\mathrm{B}_{\sigma R_{0}}} V\left(D\left(u-H_{1}\right)\right) \leqslant c f_{\mathrm{B}_{\tilde{R}}} V\left(D\left(u-H_{1}\right)\right) \\
& \stackrel{\text { Thm. } 9.1}{\leqslant} c \Psi_{q}\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(\frac{u-H_{1}}{\widetilde{R}}\right) \mathrm{d} x\right)+c\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(D\left(u-H_{1}\right)\right)\right)^{q}  \tag{10.23}\\
& \begin{array}{c}
\frac{17}{20} R_{0}<R<R_{0} \\
\end{array} \quad c \Psi_{q}\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(\frac{u-H_{1}}{\sigma R_{0}}\right) \mathrm{d} x\right)+c\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(D\left(u-H_{1}\right)\right)\right)^{q} \\
&=\mathrm{I}+\mathrm{II},
\end{align*}
$$

where $c=c\left(n, N, m, \ell_{m}, L, q\right)>0$ is a constant. To estimate I, recall that $u$ and $\mathrm{B}_{R}=\mathrm{B}_{R}\left(x_{0}\right)$ satisfy the requirements of Proposition 10.1. Therefore, applying Proposition 10.1 and noting that $\sigma R_{0}<\widetilde{R}<\frac{3}{2} \sigma R_{0}$ together with $\frac{17}{20} R_{0}<R<\frac{19}{20} R_{0}$, we first obtain

$$
\begin{array}{rl}
f_{\mathrm{B}_{2 \tilde{R}}} V\left(\frac{\tilde{u}-\tilde{h}}{\sigma R_{0}}\right) \mathrm{d} x & \leqslant \begin{array}{c}
\text { Lem. } 3.6(\mathrm{c}) \\
\mathrm{B}_{2 \tilde{R}} \subset \mathrm{~B}_{3 \sigma R_{0}}
\end{array} \frac{c}{\sigma^{2}} f_{\mathrm{B}_{3 \sigma R_{0}}} V\left(\frac{\widetilde{u}-\widetilde{h}}{R}\right) \mathrm{d} x \\
\mathrm{~B}_{3 \sigma R_{0}} \subset \mathrm{~B}_{R}, R \sim R_{0}  \tag{10.24}\\
\leqslant & c \\
\sigma^{n+2} & f_{\mathrm{B}_{R}} V\left(\frac{\widetilde{u}-\widetilde{h}}{R}\right) \mathrm{d} x \\
\text { Prop. } 10.1 & c \\
& \leqslant \\
\sigma^{n+2} & \left.f_{\mathrm{B}_{R}} V(D \widetilde{u})\right)^{\frac{2 n}{2 n-1}} \\
& \leqslant \frac{c}{\sigma^{n+2}}\left(f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right)^{\frac{2 n}{2 n-1}}
\end{array}
$$

Moreover, if $x \in \mathrm{~B}_{2 \widetilde{R}} \Subset \mathrm{~B}_{R / 2}$, a second order Taylor expansion and inverse estimates for A-harmonic maps (cf. Lemma 3.8) yield

$$
\begin{align*}
\left|\frac{\widetilde{h}(x)-H_{0}(x)}{\sigma R_{0}}\right| & \leqslant c \sigma R \max _{\overline{\mathrm{B}}_{R / 2}}\left|\nabla^{2} \widetilde{h}\right|  \tag{10.25}\\
& \stackrel{\text { Lem. } 3.8}{\leqslant} c \sigma\left(f_{\mathrm{B}_{R}}|\nabla \widetilde{h}|^{\vartheta}\right)^{\frac{1}{\vartheta}} \stackrel{(10.21)}{\leqslant} c \sigma f_{\mathrm{B}_{R_{0}}}|D \widetilde{u}|,
\end{align*}
$$

again by use of $\frac{17}{20} R_{0}<R<\frac{19}{20} R_{0}$, where $c=c\left(n, N, L, \ell_{M_{0}}, M_{0}, q\right)>0$. Now, by (10.17), we may apply Lemma 3.6 (b) with $\mathbf{m}:=2 c$. Thus, enlarging the previous constant, there exists $c=c\left(n, N, L, \ell_{M_{0}}, M_{0}, q\right)>0$ such that

$$
\begin{equation*}
f_{\mathrm{B}_{2 \tilde{R}}} V\left(\frac{\widetilde{h}-H_{0}}{\sigma R_{0}}\right) \mathrm{d} x \leqslant c \sigma^{2} f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u}) \tag{10.26}
\end{equation*}
$$

Therefore, Lemma 3.6 (d) and estimates (10.24) and (10.26) give

$$
\begin{align*}
& \mathrm{I} \stackrel{\text { Lem. } 3.6 \text { (d) }}{\leqslant} c \Psi_{q}\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(\frac{\widetilde{u}-\widetilde{h}}{\sigma R_{0}}\right) \mathrm{d} x+f_{\mathrm{B}_{2 \tilde{R}}} V\left(\frac{\tilde{h}-H_{0}}{\sigma R_{0}}\right) \mathrm{d} x\right)  \tag{10.27}\\
& \stackrel{(10.24),(10.26)}{\leqslant} c \Psi_{q}\left(\frac{1}{\sigma^{n+2}}\left(f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right)^{\frac{2 n}{2 n-1}}\right)+c \Psi_{q}\left(\sigma^{2} f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right) .
\end{align*}
$$

In view of term II, we first note that similarly to (10.25),

$$
\begin{equation*}
V\left(\nabla \widetilde{h}\left(x_{0}\right)\right) \leqslant c V\left(\left(f_{\mathrm{B}_{R / 2}}|\nabla \widetilde{h}|^{\vartheta} \mathrm{d} x\right)^{\frac{1}{\vartheta}}\right) \stackrel{(10.21)}{\leqslant} c V\left(f_{\mathrm{B}_{R_{0}}}|D \widetilde{u}|\right) \leqslant c f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u}) . \tag{10.28}
\end{equation*}
$$

In consequence, by Lemma 3.6 (d),

$$
\begin{array}{rl}
\mathrm{II}=c\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(D\left(u-H_{1}\right)\right)\right)^{q} & \leqslant c\left(f_{\mathrm{B}_{2 \tilde{R}}} V(D \widetilde{u})\right)^{q}+c\left(f_{\mathrm{B}_{2 \tilde{R}}} V\left(\nabla \widetilde{h}\left(x_{0}\right)\right)\right)^{q} \\
& \leqslant c\left(\frac{R_{0}}{\widetilde{R}}\right)^{n q}\left(f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right)^{q}+c V\left(\nabla \widetilde{h}\left(x_{0}\right)\right)^{q}  \tag{10.29}\\
(10.28), 0<\sigma<1 & c \\
\sigma^{n q} & \left.f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right)^{q} .
\end{array}
$$

Using that

$$
\begin{equation*}
\Psi_{q}(a b) \leqslant \Psi_{q}(a) b \quad \text { for all } a \geq 0,0 \leqslant b \leqslant 1 \tag{10.30}
\end{equation*}
$$

we work from (10.23) to successively obtain

$$
\begin{aligned}
& \mathbf{E}\left[u ; x_{0}, \sigma R_{0}\right] \stackrel{(10.23),(10.27),(10.29)}{\leqslant} c \Psi_{q}\left(\frac{1}{\sigma^{n+2}}\left(f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right)^{\frac{2 n}{2 n-1}}\right)+c \Psi_{q}\left(\sigma^{2} f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right) \\
&\left.+\frac{c}{\sigma^{n q}}\left(f_{\mathrm{B}_{R_{0}}} V(D \widetilde{u})\right)\right)^{q} \\
& \stackrel{(10.13),(10.30)}{\leqslant} c\left[\Psi_{q}\left(\frac{1}{\sigma^{n+2}}\left(\mathbf{E}\left[u ; x_{0}, R_{0}\right]\right)^{\frac{1}{2 n-1}}\right)+\sigma^{2}+\frac{1}{\sigma^{n q}} \mathbf{E}\left[u ; x_{0}, R_{0}\right]^{q-1}\right] \times \\
& \times \mathbf{E}\left[u ; x_{0}, R_{0}\right]
\end{aligned}
$$

This is (10.14), and the proof of (a) is complete.
Ad (b). Let $M_{0}>0$ be given and let $c=c\left(n, N, M_{0}, \ell_{M_{0}}, L, q\right)>0$ be as in (a). We then choose $\sigma \in\left(0, \frac{1}{10}\right)$ such that

$$
\begin{equation*}
0<\sigma<\frac{1}{(5 c)^{\frac{1}{1-\alpha}}} \text { so that } \sigma^{2}<\frac{\sigma^{1+\alpha}}{5 c} \tag{10.31}
\end{equation*}
$$

The function $\Psi_{q}:(0, \infty) \rightarrow(0, \infty)$ is invertible. With $\sigma$ as in (10.31), choose $\bar{\varepsilon}>0$ with

$$
0<\bar{\varepsilon}<\min \left\{1,\left(\sigma^{n+2} \Psi_{q}^{-1}\left(\frac{\sigma^{1+\alpha}}{5 c}\right)\right)^{\frac{2 n-1}{2}},\left(\frac{\sigma^{1+\alpha+n q}}{5 c}\right)^{\frac{1}{2(q-1)}}\right\}
$$

where we use the convention $\frac{1}{\infty}=0$ that corresponds to $q=1$. Then (10.13) is satisfied, and inserting these choices into (10.14) yields (10.16). This is (b), and the proof is complete.

The following corollary is a straightforward consequence of the previous Proposition 10.2:
Corollary 10.3 (Excess decay). Let $1 \leqslant q<\frac{n}{n-1}$ and suppose that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ satisfies (H1)-(H3). Moreover, let $\omega \Subset \Omega$ be open with Lipschitz boundary and let $u$ be a BV-minimizer of $\overline{\mathscr{F}}_{u}^{*}[-; \omega]$ for compactly supported variations. For any $0<\alpha<1$ and $M_{0}>0$, there exist $\varepsilon=\varepsilon\left(n, N, M_{0}, \ell_{M_{0}}, L, q, \alpha\right) \in(0,1)$ and $R_{0}=R_{0}\left(n, N, M_{0}, \ell_{M_{0}}, L, q, \alpha\right) \in(0,1)$ with the following property: If $x_{0} \in \omega$ and $0<R<R_{0}$ are such that $\mathrm{B}_{R_{0}}\left(x_{0}\right) \Subset \omega$, then

$$
\begin{equation*}
\mathbf{E}\left[u ; x_{0}, R\right]<\varepsilon^{2} \quad \text { and } \quad\left|(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right|<\frac{M_{0}}{2} \tag{10.32}
\end{equation*}
$$

imply with a constant $c=c\left(n, N, M_{0}, \ell_{M_{0}}, L, q, \alpha\right)>0$

$$
\begin{equation*}
\mathbf{E}\left[u ; x_{0}, r\right] \leqslant c\left(\frac{r}{R}\right)^{2 \alpha} \mathbf{E}\left[u ; x_{0}, R\right] \quad \text { for all } 0<r<R \tag{10.33}
\end{equation*}
$$

Remark 10.4. In the case $1<p \leqslant q<\min \left\{\frac{n p}{n-1}, p+1\right\}$, the previous corollary follows by standard $\mathbb{A}$-harmonic approximation as in [122, Lem. 7.10] where one then works with $\mathbf{E}_{p}\left[u ; x_{0}, R\right]$ which is defined as in (10.12), now replacing $V=V_{1}$ by $V_{p}$. In fact, the only two ingredients to make the approach of [122] work out even in the signed case and for the amplified exponent range $1<p<q<\min \left\{\frac{n p}{n-1}, p+1\right\}$ are the validity of the Euler-Lagrange system from Corollary 8.5 and the Caccioppoli inequality of the second kind from Corollary 9.3; signed integrands do not harm this proof strategy, as already visible in the standard $p$-growth regime considered by DUZAAR et al. [53,54] within the context of $\omega$-minimizers. Even though SchmidT works with
the slightly different auxiliary functions $z \mapsto\left(1+|z|^{2}\right)^{\frac{p-2}{2}}|z|^{2}$, these are uniformly comparable to our choices $V_{p}$. Still, in the growth regime $1=p \leqslant q<\frac{n}{n-1}$, the $\mathbb{A}$-harmonic approximation lemma would still require the construction of suitable $\mathbb{A}$-harmonic comparison maps; this is not possible for arbitrary balls as the trace space of BV along spheres is $L^{1}$.
10.3. Proof of Theorem 2.1. Working from Corollary 10.3 and Remark 10.4, the proof of Theorems 2.1 and 2.2 is routine and we give it here for completeness only. Let $\omega \Subset \Omega$ be open and bounded with Lipschitz boundary such that $u$ is a BV-minimizer of $\overline{\mathscr{F}}^{*}[-; \omega]$ for compactly supported variations. Let $0<\alpha<1$ and, with $M>0$ as in Theorem 2.1, put $M_{0}:=10 \max \{M, 1\}$. Corollary 10.3 then provides us with $\varepsilon=\varepsilon\left(n, N, M, \ell_{M}, L, q, \alpha\right)>0$, $R_{0}=R_{0}\left(n, N, M, \ell_{M}, L, q, \alpha\right)>0$ and $C=C\left(n, N, M, \ell_{M}, L, q, \alpha\right)>0$ such that for any $0<R<R_{0}$, (10.32) implies (10.33). We define $\varepsilon_{M}:=\varepsilon^{2} / 2^{n+6}$ and suppose that (2.1) and (2.2) are in action. Since $V(\cdot) \leqslant|\cdot|$, this implies validity of $(10.32)_{1}$ and, since $M<$ $\frac{M_{0}}{2},(10.32)_{2}$ holds as well. We now claim that (10.32) is satisfied uniformly on $\mathrm{B}_{R / 2}\left(x_{0}\right)$. To this end, note that with $R^{\prime}=\frac{1}{2} R$, we have for all $x \in \mathrm{~B}_{R^{\prime}}\left(x_{0}\right)$ that $\mathrm{B}_{R^{\prime}}(x) \subset \mathrm{B}_{R}\left(x_{0}\right)$, and so

$$
\begin{aligned}
\left|(D u)_{\mathrm{B}_{R^{\prime}}(x)}\right| & \leqslant\left|f_{\mathrm{B}_{R^{\prime}}(x)} D u-(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right|+\left|(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right| \\
& \leqslant\left(\frac{R}{R^{\prime}}\right)^{n} f_{\mathrm{B}_{R}\left(x_{0}\right)}\left|D u-(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right|+\left|(D u)_{\mathrm{B}_{R}\left(x_{0}\right)}\right| \\
& \stackrel{(2.1),(2.2)}{ } 2^{n} \varepsilon_{M}+M \stackrel{0<\varepsilon<1}{\leqslant} M+1<\frac{M_{0}}{2} .
\end{aligned}
$$

On the other hand, successively applying Lemma 3.6 (d), we obtain by $\mathrm{B}_{R^{\prime}}(x) \subset \mathrm{B}_{R}\left(x_{0}\right)$

\[

\]

We then conclude by Corollary 10.3 that we have $\mathbf{E}[u ; x, r] \leqslant c\left(\frac{r}{R^{\prime}}\right)^{2 \alpha} \mathbf{E}\left[u ; x, R^{\prime}\right]$ for all $x \in$ $\mathrm{B}_{R^{\prime}}\left(x_{0}\right)$ and all $0<r<R^{\prime}$, with $c>0$ being independent of $u, x, r$, and $R^{\prime}$. By the definition of $\mathbf{E}\left[u ; x_{0}, r\right]$, this particularly implies that $\left|D^{s} u\right|\left(\mathrm{B}_{r}(x)\right)$ is bounded independently of $x \in$ $\mathrm{B}_{R^{\prime}}\left(x_{0}\right)$ and $0<r<R^{\prime}$. A covering argument then entails that $D^{s} u \equiv 0$ in $\mathrm{B}_{R^{\prime}}\left(x_{0}\right)$. By Lemma 3.6 (a), we have with $\Psi(t):=(\sqrt{2}-1) \min \left\{t, t^{2}\right\}$

$$
\Psi\left(f_{\mathrm{B}_{r}(x)}\left|\nabla u(y)-(D u)_{\mathrm{B}_{r}(x)}\right| \mathrm{d} y\right) \leqslant \mathbf{E}[u ; x, r] \leqslant c\left(\frac{r}{R^{\prime}}\right)^{2 \alpha} \mathbf{E}\left[u ; x, R^{\prime}\right]
$$

the constant $c>0$ still being independent of $u, x, r$ and $R^{\prime}$; as a consequence,

$$
\frac{1}{r^{\alpha}} f_{\mathrm{B}_{r}(x)}\left|\nabla u(y)-(D u)_{\mathrm{B}_{r}(x)}\right| \mathrm{d} y \leqslant \frac{c}{\left(R^{\prime}\right)^{\alpha}}
$$

with a constant $c=c\left(n, N, M, \ell_{M}, L, q, \alpha\right)>0$. Now the classical CAMPANATO-MEYERS embedding $\mathscr{L}^{p, \lambda} \simeq \mathrm{C}^{0,(\lambda-n) / p}$ for $n<\lambda \leqslant n+p$ then implies that $\nabla u \in \mathrm{C}^{0, \alpha}\left(\mathrm{~B}_{R^{\prime}}(x) ; \mathbb{R}^{N \times n}\right)$. Once this is established, we may pass to the corresponding Euler-Lagrange system to conclude
that $u$ is of class $\mathrm{C}^{2, \alpha}$ by the usual SCHAUDER theory; cf. [81, 82]. This is amenable to bootstrapping, and implies that $u \in \mathrm{C}^{\infty}\left(\mathrm{B}_{R / 2}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$. This yields the $\varepsilon$-regularity result from Theorem 2.1. For the partial regularity result it then suffices to realise that, by the Lebesgue differentiation theorem for Radon measures, for $\mathscr{L}^{n}$-a.e. $x_{0} \in \omega$ there exists $a \in \mathbb{R}^{N \times n}$ with

$$
\limsup _{r \searrow 0}\left(f_{\mathrm{B}_{r}\left(x_{0}\right)}|\nabla u-a| \mathrm{d} y+\frac{\left|D^{s} u\right|\left(\mathrm{B}_{r}\left(x_{0}\right)\right)}{\omega_{n} r^{n}}\right)=0,
$$

so that (2.1) and (2.2) are satisfied for any such $x_{0}$ with a suitable $M_{0}$ depending on $u$ and $x_{0}$. By the definition of local BV-minimality for compactly supported variations, this implies that any such local minimizer is $\mathrm{C}^{\infty}$-partially regular in $\Omega$. The proof is complete.

Remark 10.5 (Uniformity of threshold radii). Usually, $\varepsilon$-regularity results underlying the $\mathrm{C}^{\infty}$ partial regularity of local (BV-)minimizers are stated in analogy with the $\varepsilon$-regularity result for minimizers as in Theorem 2.1. This particularly concerns the existence of some $R_{0}>$ such that if the smallness assumptions (2.1) and (2.2) are fulfilled at some $x_{0}$ for some $0<$ $R<R_{0}$, then $u$ is of class $\mathrm{C}^{\infty}\left(\mathrm{B}_{R / 2}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$. In the situation of local (BV-)minimizers for compactly supported variations, it is not clear to us whether such a uniform $R_{0}$ exists. In fact, the above argument reduces the partial regularity of local BV-minimizers for compactly supported variations to the minimality of $\overline{\mathscr{F}}^{*}[-; \omega]$ for compactly supported variations on some $\omega \Subset \Omega$ with $x_{0} \in \omega$. However, the $\varepsilon$-regularity result then only applies to balls $\mathrm{B}_{R}\left(x_{0}\right) \Subset \omega$ but not all balls $\mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega$ for $0<R<R_{0}$ with some fixed $R_{0}>0$. This, in turn, is so because we do not know whether $u$ is a minimizer for compactly supported variations on all balls $\mathrm{B}_{R}\left(x_{0}\right) \Subset \Omega$ as is the case in non-relaxed problems; still, this does not affect the $\mathrm{C}^{\infty}$-partial regularity for local minimizers for compactly supported variations.
10.4. Consequences and extensions of Theorems $\mathbf{2 . 1}$ and 2.2. We conclude the paper by discussing several extensions that were already alluded to in Section 2.2. On the one hand, this comprises integrands of critical Orlicz growth and, on the other hand, variational integrals depending on differential expressions.
10.4.1. Quasiconvex functionals with Orlicz growth. We start by addressing the case of integrands of a certain Orlicz growth that falls outside the realm commonly studied in the literature but appear as a special case of Theorem 2.1. To this end, we briefly pause and introduce the requisite terminology first; see e.g. [5, Chpt. 8] for more background information.

We say that $\Phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is an N-function provided it can be written as

$$
\Phi(t)=\int_{0}^{t} a(s) \mathrm{d} s, \quad t \geq 0
$$

where $a:[0, \infty) \rightarrow[0, \infty)$ is a non-decreasing, right-continuous function such that $a(0)=0$, $a(t)>0$ for $t>0$ and $\lim _{t \rightarrow \infty} a(t)=\infty$. An $N$-function $\Phi:[0, \infty) \rightarrow[0, \infty)$ then is said to be of class $\Delta_{2}$ provided there exists $c>0$ such that $\Phi(2 t) \leqslant c \Phi(t)$ for all $t \geq 0$, and we denote $\Delta_{2}(\Phi)$ the smallest such constant $c$. Moreover, we say that $\Phi$ is of class $\nabla_{2}$ provided the Fenchel conjugate $\Phi^{*}(t):=\sup _{s>0} s t-\Phi(s)$ is of class $\Delta_{2}$. If $\Phi$ is both of class $\Delta_{2}$ and $\nabla_{2}$, we write $\Phi \in \Delta_{2} \cap \nabla_{2}$. For future reference, we record the fundamental inequality (cf. [5, §8.3 (3)])

$$
\begin{equation*}
\Phi^{*}\left(\frac{\Phi(t)}{t}\right) \leqslant \Phi(t) \quad \text { for all } t>0 \tag{10.34}
\end{equation*}
$$

For an $N$-function function $\Phi$, a measurable set $\Omega \subset \mathbb{R}^{n}$ and a measurable map $v: \Omega \rightarrow \mathbb{R}^{m}$, we define the associated Luxemburg norm by

$$
\|v\|_{L^{\Phi}(\Omega)}:=\inf \left\{\lambda>0: \int_{\Omega} \Phi\left(\frac{|v|}{\lambda}\right) \mathrm{d} x \leqslant 1\right\}
$$

and introduce Lebesgue- or Sobolev-type spaces by $\mathrm{L}^{\Phi}\left(\Omega ; \mathbb{R}^{m}\right):=\left\{v: \Omega \rightarrow \mathbb{R}^{m}:\|v\|_{L^{\Phi}(\Omega)}<\right.$ $\infty\}$ and $\mathrm{W}^{1, \Phi}\left(\Omega ; \mathbb{R}^{m}\right):=\left\{v: \Omega \rightarrow \mathbb{R}^{m}:\|v\|_{\mathrm{W}^{1, \Phi}(\Omega)}:=\|v\|_{\mathrm{L}^{\Phi}(\Omega)}+\|\nabla v\|_{\mathrm{L}^{\Phi}(\Omega)}<\infty\right\}$. As
usual, $\mathrm{W}_{0}^{1, \Phi}\left(\Omega ; \mathbb{R}^{m}\right)$ then is defined as the $\|\cdot\|_{\mathrm{W}^{1, \Phi}(\Omega)}$-closure of $\mathrm{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{m}\right)$. Finally, we record the following variant of Hölder's inequality in Orlicz spaces (cf. [5, §8.11]):

$$
\begin{equation*}
\int_{\Omega} u v \mathrm{~d} x \leqslant 2\|u\|_{\mathrm{L}^{\Phi^{*}}(\Omega)}\|v\|_{\mathrm{L}^{\Phi}(\Omega)} \quad \text { for all } u \in \mathrm{~L}^{\Phi^{*}}\left(\Omega ; \mathbb{R}^{m}\right), v \in \mathrm{~L}^{\Phi}\left(\Omega ; \mathbb{R}^{m}\right) \tag{10.35}
\end{equation*}
$$

The partial regularity results available so far for quasiconvex multiple integrals of Orlicz growth (cf. e.g. [51, 89, 88]) are confined to $N$-functions which are of class $\Delta_{2} \cap \nabla_{2}$. This particularly rules out integrands which have almost linear growth, yet fail to be of class $\nabla_{2}$. The typical example of such integrands that we then have in mind is as follows:

Example 10.6 (Generalised L $\log$ L-growth). Let $s_{1}, \ldots, s_{m}>0$ and let $\Phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ be a twice differentiable convex function that equals

$$
\Phi(t)=t \log (t)^{s_{1}}(\log (\log (t)))^{s_{2}} \ldots(\log (\ldots(\log (t))))^{s_{m}} \quad \text { for all sufficiently large } t>0
$$

Then $\Phi$ is a Young function which is of class $\Delta_{2}$ but not of class $\nabla_{2}$. Specifically, $\Phi^{*}$ has exponential growth and thus $\Phi$ fails to qualify as a $\nabla_{2}$-function.

To state the corresponding partial regularity result in analogy with Theorems 2.1 and 2.2, we suppose similarly to $(\mathrm{H} 2)$ or $(\mathrm{H} 2)_{p}$ that
(B1) $\Phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is an $N$-function of class $\Delta_{2}$.
(B2) $\Phi(t) \leqslant c\left(1+|t|^{q}\right)$ holds for all $t \geq 0$ for some fixed $c>0$ and $1<q<\frac{n}{n-1}$.
Properties (B1) and (B2) are fulfilled for the integrands from Example 10.6. Next, let $\Phi: \mathbb{R}_{\geq 0} \rightarrow$ $\mathbb{R}_{\geq 0}$ be an $N$-function of class $\Delta_{2}$. We then define

$$
\begin{equation*}
V_{\Phi}(z):=\Phi\left(\left(1+|z|^{2}\right)^{\frac{1}{2}}\right)-\Phi(1) \tag{10.36}
\end{equation*}
$$

and consider an integrand $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ which satisfies the following set of hypotheses:
(A1) There exists $L>0$ such that $|F(z)| \leqslant L(1+\Phi(|z|))$ holds for all $z \in \mathbb{R}^{N \times n}$.
(A2) For any $m>0$ there exists $\ell_{m}>0$ such that for all $z_{0} \in \mathbb{R}^{N \times n}$ with $\left|z_{0}\right| \leqslant m$, $F-\ell_{m} V_{\Phi}$ is quasiconvex at $z_{0}$.
(A3) $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{N \times n}\right)$.
In analogy with hypotheses (H2) and (H2) as discussed in Section 6, (A2) is related to coerciveness of the associated variational integral $\int_{\Omega} F(\nabla u) \mathrm{d} x$ in Dirichlet subclasses of $\mathrm{W}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right)$. Adopting these conventions, the main theorem of the present section then is as follows:

Theorem 10.7. Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary and let $F: \mathbb{R}^{N \times n} \rightarrow$ $\mathbb{R}$ satisfy (A1)-(A3) subject to (B1) and (B2). Moreover, suppose that $u \in \mathrm{~W}_{\mathrm{loc}}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right)$ is a local minimizer of the functional $v \mapsto \int F(D v) \mathrm{d} x$ in the sense that we have for all $\mathrm{B}_{r}\left(x_{0}\right) \Subset \Omega$
(10.37) $\int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u) \mathrm{d} x \leqslant \int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u+\nabla \varphi) \mathrm{d} x \quad$ for all $\varphi \in \mathrm{W}_{0}^{1, \Phi}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$.

Then $u$ is $\mathrm{C}^{\infty}$-partially regular in $\Omega$.
The preceding theorem is a consequence of Theorem 2.1 and the following three results:
Lemma 10.8. Let $\Phi \in \mathrm{C}([0, \infty)) \cap \mathrm{C}^{1}((0, \infty))$ be a convex function that satisfies $\Phi^{\prime}\left(t_{0}\right)>0$ for some $t_{0} \in(0,1]$. Then there exists a constant $c>0$ such that

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)} V(z+\nabla \varphi)-V(z) \mathrm{d} x \leqslant c \int_{\mathrm{B}_{1}(0)} V_{\Phi}(z+\nabla \varphi)-V_{\Phi}(z) \mathrm{d} x \tag{10.38}
\end{equation*}
$$

holds for all $z \in \mathbb{R}^{N \times n}$ and all $\varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$.
Proof. For (10.38), it suffices to establish that $G: z \mapsto c V_{\Phi}(z)-V(z)$ is convex for some $c>0$ since then (10.38) is nothing but the quasiconvexity of $G$. Write $G=g \circ\langle\cdot\rangle \circ|\cdot|+1-c \Phi(1)$ with $g(t)=c \Phi(t)-t$ and $\langle t\rangle:=\sqrt{1+t^{2}}$. Both $g:[1, \infty) \rightarrow \mathbb{R}$ and $\langle\cdot\rangle: \mathbb{R} \rightarrow[1, \infty),|\cdot|: \mathbb{R}^{N \times n} \rightarrow$ $\mathbb{R}$ are convex. Recalling that $\Phi^{\prime}\left(t_{0}\right)>0$ for some $t_{0} \in(0,1]$ and $\Phi^{\prime}$ is non-decreasing by convexity of $\Phi$, we may choose $c>1 / \Phi^{\prime}\left(t_{0}\right)$ to conclude that $g$ is non-decreasing on $[1, \infty)$.

For this choice of $c, g \circ\langle\cdot\rangle$ is non-decreasing and convex, and this suffices to conclude that $G$ is convex. This completes the proof.

The second ingredient is a variant of Lemma 5.1. Its proof is a variation of the proof of Lemma 5.1 and is provided for the reader's convenience in the appendix, Section 11.4:

Proposition 10.9 (Lower semicontinuity). Let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ be a quasiconvex integrand that satisfies the growth bound (A1) for some $N$-function $\Phi$ of class $\Delta_{2}$. Given an open and bounded set $\Omega \subset \mathbb{R}^{n}$ with Lipschitz boundary and letting $u_{0} \in \mathrm{~W}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right)$, suppose that $u, u_{1}, u_{2}, \ldots \in \mathrm{~W}_{u_{0}}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right):=u_{0}+\mathrm{W}_{0}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right)$ are such that $u_{j} \rightarrow u$ strongly in $\mathrm{L}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$ and $\sup _{j \in \mathbb{N}}\left\|\Phi\left(\nabla u_{j}\right)\right\|_{\mathrm{L}^{1}(\Omega)}<\infty$. Then we have

$$
\int_{\Omega} F(\nabla u) \mathrm{d} x \leqslant \liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x .
$$

Finally, we require a slight generalisation of the Lipschitz-type bound (3.26):
Lemma 10.10. Let $\Phi$ be an $N$-function of class $\Delta_{2}$ and let $F \in \mathrm{C}\left(\mathbb{R}^{N \times n}\right)$ be rank-one convex with (A1). Then there exists a constant $C=C\left(\Delta_{2}(\Phi), N, n\right)>0$ such that we have

$$
\begin{equation*}
|F(z)-F(w)| \leqslant C \frac{\Phi(1+|z|+|w|)}{1+|z|+|w|}|z-w| \quad \text { for all } z, w \in \mathbb{R}^{N \times n} \tag{10.39}
\end{equation*}
$$

The previous result follows by direct inspection of the proof of the corresponding result for power functions (e.g. cf. [78, Thm. 5.2]). We now may pass to the

Proof of Theorem 10.7. We start by proving that any local minimizer of the functional $\mathscr{F}$ in the sense of (10.37) is a local BV-minimizer of $\overline{\mathscr{F}}^{*}$ for compactly supported variations in the sense of Definition 1.2. Hence let $u \in \mathrm{~W}_{\text {loc }}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right)$ be a local minimizer in the sense of (10.37). Then, in particular, $u \in \mathrm{~W}_{\mathrm{loc}}^{1,1}\left(\Omega ; \mathbb{R}^{N}\right)$ and so for any $x_{0} \in \Omega$ we find a radius $r>0$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \in \mathrm{W}^{1-1 / q, q}\left(\partial \mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ for $1<q<\frac{n}{n-1}$ as in (B2). In consequence, we find $u_{0} \in \mathrm{~W}^{1, q}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}\left(u_{0}\right)=\operatorname{tr}_{\partial \mathrm{B}_{r}\left(x_{0}\right)}(u) \mathscr{H}^{n-1}$-a.e. on $\partial \mathrm{B}_{r}\left(x_{0}\right)$. We then have $u-u_{0} \in \mathrm{~W}_{0}^{1, \Phi}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)\left(\right.$ cf. (A1)) and hence there exists $\left(\psi_{j}\right) \subset \mathrm{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ with $\operatorname{spt}\left(\psi_{j}\right) \Subset \mathrm{B}_{r}\left(x_{0}\right)$ for all $j \in \mathbb{N}$ such that $\left\|\left(u-u_{0}\right)-\psi_{j}\right\|_{\mathrm{W}^{1, \Phi}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \rightarrow 0$. Passing to a non-relabeled subsequence, we then also have $u_{0}+\psi_{j} \xrightarrow{*} \mathbf{u}$ in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{N}\right)$, where $\mathbf{u}$ is the extension of $\left.u\right|_{\mathrm{B}_{r}\left(x_{0}\right)}$ to $\Omega$ by $u_{0}$. On the one hand, we then have

$$
\begin{align*}
\int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla\left(u_{0}+\psi_{j}\right)\right) \mathrm{d} x & \leqslant \int_{\mathrm{B}_{r}\left(x_{0}\right)}\left|F\left(\nabla u_{0}+\nabla \psi_{j}\right)-F(\nabla u)\right| \mathrm{d} x  \tag{10.40}\\
& +\int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u) \mathrm{d} x=: \mathrm{I}_{j}+\text { II. }
\end{align*}
$$

Write $\vartheta_{j}:=1+\left|\nabla\left(u_{0}+\psi_{j}\right)\right|+|\nabla u|$ and $\theta_{j}:=\left|\nabla u-\left(\nabla\left(u_{0}+\psi_{j}\right)\right)\right|$, whereby we have $\left\|\theta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)} \rightarrow 0$ as $j \rightarrow \infty$. Passing to another subsequence, we may assume that either (i) $\left\|\Phi\left(\vartheta_{j}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}<1$ or (ii) $\left\|\Phi\left(\vartheta_{j}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \geq 1$ for all $j \in \mathbb{N}$. In the first case, we note that for all $j \in \mathbb{N}$

$$
\left\|\Phi^{*}\left(\frac{\Phi\left(\vartheta_{j}\right)}{\vartheta_{j}}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \stackrel{(10.34)}{\leqslant}\left\|\Phi\left(\vartheta_{j}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \leqslant 1
$$

so that

$$
\begin{equation*}
\left\|\frac{\Phi\left(\vartheta_{j}\right)}{\vartheta_{j}}\right\|_{\mathrm{L}^{\Phi^{*}}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \leqslant 1 \tag{10.41}
\end{equation*}
$$

Since $\Phi$ satisfies (B1), we may use Lemma 10.10. Then by Hölder's inequality for Orlicz spaces (10.35) and using that $\left\|\theta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)} \rightarrow 0$,

$$
\mathrm{I}_{j} \stackrel{\text { Lem. } 10.10}{\leqslant} C \int_{\mathrm{B}_{r}\left(x_{0}\right)} \frac{\Phi\left(\vartheta_{j}\right)}{\vartheta_{j}} \theta_{j} \mathrm{~d} x \stackrel{(10.35)}{\leqslant} 2 C\left\|\frac{\Phi\left(\vartheta_{j}\right)}{\vartheta_{j}}\right\|_{\mathrm{L}^{\Phi^{*}}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}\left\|\theta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)} \xrightarrow{(10.41)} 0 .
$$

In the second case, we define $a_{j}:=\left\|\Phi\left(\vartheta_{j}\right)\right\|_{\mathrm{L}^{1}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}^{-1}$ and set $\Phi_{j}:=a_{j} \Phi$. Then we have

$$
\begin{align*}
& \mathrm{I}_{j} \stackrel{\text { Lem. }}{\stackrel{10.10}{\lessgtr}} C \int_{\mathrm{B}_{r}\left(x_{0}\right)} \frac{\Phi\left(\vartheta_{j}\right)}{\vartheta_{j}} \theta_{j} \mathrm{~d} x=C a_{j}^{-1} \int_{\mathrm{B}_{r}\left(x_{0}\right)} \frac{\Phi_{j}\left(\vartheta_{j}\right)}{\vartheta_{j}} \theta_{j} \mathrm{~d} x  \tag{10.42}\\
& \quad \stackrel{(10.35)}{\leqslant} 2 C a_{j}^{-1}\left\|\frac{\Phi_{j}\left(\vartheta_{j}\right)}{\vartheta_{j}}\right\|_{\mathrm{L}^{\Phi_{j}^{*}}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}\left\|\theta_{j}\right\|_{\mathrm{L}^{\Phi_{j}}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)}
\end{align*}
$$

again by Hölder's inequality for Orlicz spaces. Now note that

$$
\int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi_{j}^{*}\left(\frac{\Phi_{j}\left(\vartheta_{j}\right)}{\vartheta_{j}}\right) \mathrm{d} x \stackrel{(10.34)}{\leqslant} \int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi_{j}\left(\vartheta_{j}\right) \mathrm{d} x=1
$$

whereby

$$
\begin{equation*}
\left\|\frac{\Phi_{j}\left(\vartheta_{j}\right)}{\vartheta_{j}}\right\|_{\mathrm{L}^{\Phi_{j}^{*}}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \leqslant 1 \tag{10.43}
\end{equation*}
$$

Since we are dealing with the second case, we have $a_{j} \leqslant 1$ for all $j \in \mathbb{N}$. Thus, for all $\lambda>0$,

$$
\int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi_{j}\left(\frac{\theta_{j}}{\lambda}\right) \mathrm{d} x=a_{j} \int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi\left(\frac{\theta_{j}}{\lambda}\right) \mathrm{d} x \leqslant \int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi\left(\frac{\theta_{j}}{\lambda}\right) \mathrm{d} x
$$

and therefore

$$
\begin{equation*}
\left\|\theta_{j}\right\|_{\mathrm{L}^{\Phi_{j}}\left(\mathrm{~B}_{r}\left(x_{0}\right)\right)} \leqslant\left\|\theta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)} \rightarrow 0 \tag{10.44}
\end{equation*}
$$

In view of (10.42), (10.43) and (10.44), it remains to establish that $\left(a_{j}^{-1}\right)$ is bounded. By (B1), we have $\Phi(2 t) \leqslant C \Phi(t)$ for all $t \geq 0$. We choose $k \in \mathbb{N}$ with $\left\|\vartheta_{j}\right\|_{L^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)} \leqslant 2^{k}$ for all $j$, so

$$
\begin{aligned}
a_{j}^{-1} & =\int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi\left(\left\|\vartheta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)} \frac{\vartheta_{j}}{\left\|\vartheta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)}}\right) \mathrm{d} x \\
& \leqslant \Delta_{2}(\Phi)^{k} \int_{\mathrm{B}_{r}\left(x_{0}\right)} \Phi\left(\frac{\vartheta_{j}}{\left\|\vartheta_{j}\right\|_{\mathrm{L}^{\Phi}\left(\mathrm{B}_{r}\left(x_{0}\right)\right)}}\right) \mathrm{d} x \leqslant \Delta_{2}(\Phi)^{k} .
\end{aligned}
$$

Summarising, we have $\mathrm{I}_{j} \rightarrow 0$ as $j \rightarrow \infty$, and going back to (10.40) we conclude that

$$
\begin{equation*}
\overline{\mathscr{F}}_{u}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \leqslant \liminf _{j \rightarrow \infty} \int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla\left(u_{0}+\psi_{j}\right)\right) \mathrm{d} x \leqslant \int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u) \mathrm{d} x . \tag{10.45}
\end{equation*}
$$

Next let $\varphi \in \mathrm{BV}_{c}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ and let $\left(v_{j}\right) \subset u_{0}+\mathrm{W}_{0}^{1, q}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ be a generating sequence for $\mathscr{\mathscr { F }}_{u_{0}}^{*}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right]$. Then $v_{j}-u \in \mathrm{~W}_{0}^{1, \Phi}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, whereby the local minimality (10.37) yields

$$
\int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u) \mathrm{d} x \stackrel{(10.37)}{\leqslant} \int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla u+\nabla\left(v_{j}-u\right)\right) \mathrm{d} x=\int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla v_{j}\right) \mathrm{d} x
$$

and passing to the limit on the right-hand side yields

$$
\begin{equation*}
\int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u) \mathrm{d} x \leqslant \limsup _{j \rightarrow \infty} \int_{\mathrm{B}_{r}\left(x_{0}\right)} F\left(\nabla v_{j}\right) \mathrm{d} x=\overline{\mathscr{F}}_{u}^{*}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right] . \tag{10.46}
\end{equation*}
$$

Combining (10.45) and (10.46) yields that $u$ is a local BV-minimizer for compactly supported variations.

Now it suffices to check that $F$ satisfies (H1)-(H3): Condition (H1) is satisfied by (A1) and (B2), condition (H2) is fulfilled by (A2) and Lemma 10.8, and (H3) holds by assumption (A3). Hence Theorem 10.7 follows from Theorem 2.1.

Remark 10.11. In the setting of the proof of Theorem 10.7 from above, we have

$$
\begin{equation*}
\int_{\mathrm{B}_{r}\left(x_{0}\right)} F(\nabla u) \mathrm{d} x=: \mathscr{F}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \stackrel{\text { Prop. } 10.9}{\leqslant} \overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \stackrel{(10.45)}{\leqslant} \mathscr{F}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right] \tag{10.47}
\end{equation*}
$$

so $\mathscr{F}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]=\overline{\mathscr{F}}_{u_{0}}^{*}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]$. Note that the second inequality of (10.47) necessitates the existence of a sequence $\left(v_{j}\right) \subset \mathrm{W}_{u_{0}}^{1, q}\left(\Omega ; \mathbb{R}^{n}\right)$ and a convergence $v_{j} \rightsquigarrow u$, at least as strong as
weak*-convergence on BV , for which the functional $\mathscr{F}\left[-; \mathrm{B}_{r}\left(x_{0}\right)\right]$ proves upper semicontinuous at $u$ : $\limsup _{j \rightarrow \infty} \mathscr{F}\left[v_{j} ; \mathrm{B}_{r}\left(x_{0}\right)\right] \leqslant \mathscr{F}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]$. The proof of Theorem 10.7 then shows that one might take the strong convergence in $\mathrm{W}^{1, \Phi}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ as a potential choice for ' $\rightsquigarrow$ '.

As established by Schmidt [122, Cor. 4.4], in the setting where $1<p<q<\frac{n p}{n-1}$ and $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{N \times n}\right)$ is quasiconvex with $c|z|^{p} \leqslant F(z) \leqslant C\left(1+|z|^{q}\right)$, for any $u_{0} \in \mathrm{~W}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ there exists $u \in \mathrm{~W}_{u_{0}}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\int_{\Omega} F(\nabla u) \mathrm{d} x \leqslant \int_{\Omega} F(\nabla v) \mathrm{d} x \quad \text { for all } v \in\left(\mathrm{~W}_{u_{0}}^{1, p} \cap \mathrm{~W}_{\mathrm{loc}}^{1, q}\right)\left(\Omega ; \mathbb{R}^{N}\right) . \tag{10.48}
\end{equation*}
$$

This is a consequence of semicontinuity results by FONSECA \& MALÝ [65] or the second named author [93]. In view of the above proof of Theorem 10.7, at a first glance it seems that the notion of minimality embodied in (10.48) implies that $u$ necessarily is a local minimizer of $\overline{\mathscr{F}}$ and thus the partial regularity for local minimizers follows by reduction to Theorem 2.1 or 2.2 as above. However, this is not so: Whereas the corresponding variant of (10.46) persists by virtue of (10.48) and $\mathrm{W}_{u_{0}}^{1, q}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right) \subset\left(\mathrm{W}_{u}^{1, p} \cap \mathrm{~W}_{\text {loc }}^{1, q}\right)\left(\mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$, it is inequality (10.45) for which there is no reason to hold in this new context. In fact, incorporating the obvious modifications, the term corresponding to $\mathrm{I}_{j}$ as in (10.40) does not need to vanish as $j \rightarrow \infty$. Namely, the essentially only available tool to arrive at this implication is the Lipschitz bound (3.26) in combination with strong convergence in $\mathrm{W}^{1, p}\left(\mathrm{~B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ as a choice for a potential convergence ' $\rightsquigarrow$ '. Still, we then require $q \leqslant p$ to conclude $\lim \sup _{j \rightarrow \infty} \mathrm{I}_{j}=0$, but then the problem trivialises as we enter the realm of standard growth conditions.
10.4.2. Differential conditions. Theorem 2.2 directly admits a generalisation to scenarios where the gradient is replaced by differential operators such as the (trace-free) symmetric gradient. Such operators play an important role in the context of nonlinear elasticity, cf. e.g. [70, 71] and the references therein. This procedure works by a reduction to the full gradient case as introduced by the first author in [81] for the symmetric gradient and in [42] for general elliptic operators. Henceforth, let $\mathbb{A}$ be a first order, constant coefficient, linear and homogeneous differential operator on $\mathbb{R}^{n}$ from $\mathbb{R}^{m_{1}}$ to $\mathbb{R}^{m_{2}}$; especially, $\mathbb{A}$ has a representation

$$
\begin{equation*}
\mathbb{A} u=\sum_{j=1}^{n} \mathbb{A}_{j} \partial_{j} u \text { for } u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{1}} \tag{10.49}
\end{equation*}
$$

with linear maps $\mathbb{A}_{j}: \mathbb{R}^{m_{1}} \rightarrow \mathbb{R}^{m_{2}}$. Following HÖRMANDER [87] or Spencer [129], we then say that $\mathbb{A}$ is elliptic provided its Fourier symbol $\mathbb{A}[\xi]:=\sum_{j=1}^{n} \mathbb{A}_{j} \xi_{j}: \mathbb{R}^{m_{1}} \rightarrow \mathbb{R}^{m_{2}}$ is injective for any $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n} \backslash\{0\}$. Let $1<p \leqslant q<\frac{n p}{n-1}$. For open and bounded Lipschitz domains $\Omega \Subset \Omega^{\prime} \subset \mathbb{R}^{n}$ and $u_{0} \in \mathrm{~W}_{0}^{1, q}\left(\Omega^{\prime} ; \mathbb{R}^{m_{1}}\right)$, we then put for $G: \mathbb{R}^{m_{2}} \rightarrow \mathbb{R}$

$$
\overline{\mathscr{G}}_{u_{0}}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]=\inf \left\{\liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} G(\mathbb{A} u) \mathrm{d} x: \quad \begin{array}{c}
\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right), \\
u_{j} \rightharpoonup \mathbf{u} \text { in } W^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{m_{1}}\right)
\end{array}\right\}
$$

and introduce $\overline{\mathscr{G}}_{u_{0}}[u ; \Omega], \overline{\mathscr{G}}_{u}\left[u ; \mathrm{B}_{r}\left(x_{0}\right)\right]$ as in Section 6 ; the notion of local minimality for compactly supported variations then is analogous to the one from Definition 1.2. In this context, the corresponding variant of the usual quasiconvexity is the $\mathbb{A}$-quasiconvexity of $G$ at $z_{0} \in \mathbb{R}^{m_{2}}$ :

$$
\begin{equation*}
G\left(z_{0}\right) \leqslant f_{\mathrm{B}_{1}(0)} G\left(z_{0}+\mathbb{A} \varphi\right) \mathrm{d} x \quad \text { for all } \varphi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{m_{1}}\right) \tag{10.50}
\end{equation*}
$$

and we refer the reader to $[44,70]$ for more on the underlying terminology. The counterpart of Theorem 2.2 then is as follows:

Theorem 10.12. Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded with Lipschitz boundary, $1<p \leqslant q<$ $\min \left\{\frac{n p}{n-1}, p+1\right\}, \mathbb{A}$ be an elliptic operator of the form (10.49) and let $G \in \mathrm{C}^{\infty}\left(\mathbb{R}^{m_{2}}\right)$ satisfy the growth bound $|G(z)| \leqslant c\left(1+|z|^{q}\right)$ for all $z \in \mathbb{R}^{m_{2}}$ for some $c>0$. If for any $m>0$ there exists $\ell_{m}>0$ such that $z \mapsto G-\ell_{m} V_{p}$ is $\mathbb{A}$-quasiconvex at every $z_{0} \in \mathbb{R}^{m_{2}}$ with $\left|z_{0}\right| \leqslant m$, then every local minimizer of $\overline{\mathscr{G}}$ for compactly supported variations is $\mathrm{C}^{\infty}$-partially regular.

Proof. We follow [42] and pick $\Pi_{\mathbb{A}}: \mathbb{R}^{m_{1} \times n} \rightarrow \mathbb{R}^{m_{2}}$ such that $\mathbb{A} u=\Pi_{\mathbb{A}}[\nabla u]$ for any smooth $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{1}}$. Then $F:=G \circ \Pi_{\mathbb{A}}$ is of class $\mathrm{C}^{\infty}\left(\mathbb{R}^{m_{1} \times n}\right)$, satisfies the growth bound $|F(z)| \leqslant$ $C\left(1+|z|^{q}\right)$ for all $z \in \mathbb{R}^{m_{1} \times n}$ and satisfies (H2) . In fact, by [42, Proof of Thm. 1.1, Eq. (4.9)(4.10)], we use $p>1$ to conclude the existence of a constant $c=c(\mathbb{A}, p)>0$ such that

$$
\begin{equation*}
\int_{\mathrm{B}_{1}(0)} V_{p}(z+\nabla \varphi)-V_{p}(z) \mathrm{d} x \leqslant c \int_{\mathrm{B}_{1}(0)} V_{p}\left(\Pi_{\mathbb{A}}(z)+\Pi_{\mathbb{A}}(\nabla \varphi)\right)-V_{p}\left(\Pi_{\mathbb{A}}(z)\right) \mathrm{d} x \tag{10.51}
\end{equation*}
$$

holds for all $\varphi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{1}(0) ; \mathbb{R}^{m_{1}}\right)$. From here, we see that the assumptions of the present theorem imply (H2) ${ }_{p}$ for $F$. Since $\overline{\mathscr{F}}$ and $\overline{\mathscr{G}}$ have the same local minimizers for compactly supported variations, the claim now follows from Theorem 2.2. The proof is complete.

Remark 10.13. The reader will notice that (10.51), and hence Theorem 10.12, does not directly generalise to $p=1$. This is because of Ornstein's Non-Inequality, cf. [116, 91]. Still, as established in the purely linear growth case $p=q=1$, partial regularity persists in the 1 -strongly symmetric quasiconvex context [81] (i.e., the 1 -strong $\mathbb{A}$-quasiconvexity variant of (10.50) with $\mathbb{A} u:=\frac{1}{2}\left(D u+D u^{\top}\right)$ being the symmetric gradient). For the class of so-called $\mathbb{C}$-elliptic operators $\mathbb{A}$, this result has been generalised in [16]. Being equivalent to having finite dimensional nullspaces, $\mathbb{C}$-ellipticity is strongly intertwined with the existence of $L^{1}$-trace operators for the underlying function spaces [32]. As the method of the proof of Theorem 2.1 is strongly based on the specific trace-preserving operators from Section 4, it would be interesting to know whether the method of the proof of Theorem 2.1 also generalises to this case.

## 11. Appendix

In this section we provide the proofs of some auxiliary results that appeared in the main part of the paper.
11.1. Proof of the Hardy-Littlewood-type selection lemma. We begin with the results on the selection of good points as gathered in Section 3.4:

Proof of Lemma 3.5. Since $f:[r, s] \rightarrow \mathbb{R}$ is monotonously increasing, right-continuous and bounded, $f$ is of bounded variation on $[r, s]$. In particular, there exists a finite, positive Borel measure (the Lebesgue-Stieltjes measure) $f^{\prime}$ on $[r, s]$ such that $f^{\prime}\left(\left(t_{1}, t_{2}\right]\right)=f\left(t_{2}\right)-f\left(t_{1}\right)$ for all $r<t_{1}<t_{2} \leqslant s$; as usual, $f^{\prime}$ is obtained as the Carathéodory extension of the set function $\eta$ defined by $\eta\left(\left(t_{1}, t_{2}\right]\right):=f\left(t_{2}\right)-f\left(t_{1}\right)$ for $r \leqslant t_{1}<t_{2} \leqslant s$ and $\eta(\{r\})=0$. In particular, we have $f^{\prime}([r, s]) \leqslant f(s)-f(r)$.

We define upper and lower maximal functions for $t \in(r, s)$ by

$$
\left(f^{\prime}\right)_{\mathrm{u}}^{*}(t):=\sup _{\tau \in(t, s]} \frac{1}{\tau-t} \int_{[t, \tau]} f^{\prime} \text { and }\left(f^{\prime}\right)_{1}^{*}(t):=\sup _{\tau \in[r, t)} \frac{1}{t-\tau} \int_{[\tau, t]} f^{\prime}
$$

We now briefly derive the requisite weak- $(1,1)$-type estimate for $\left(f^{\prime}\right)_{\mathrm{u}}^{*}$. Given $\lambda>0$, let $\mathcal{O}_{\lambda}:=\left\{t \in(r, s):\left(f^{\prime}\right)_{\mathrm{u}}^{*}(t)>\lambda\right\}$. For each $t \in \mathcal{O}_{\lambda}$, we find $\tau_{t} \in(t, s]$ such that

$$
\int_{\left[t, \tau_{t}\right]} f^{\prime} \geq \lambda\left(\tau_{t}-t\right)
$$

By use of the Vitali covering lemma, we then find a sequence $\left(t_{j}\right) \subset[r, s]$ and a corresponding sequence $\left(\tau_{t_{j}}\right) \subset[r, s]$ such that for each $j \in \mathbb{N}$ there holds $t_{j}<\tau_{t_{j}} \leqslant s$, the intervals $\left[t_{j}, \tau_{t_{j}}\right]$ are mutually disjoint and we have

$$
\mathcal{O}_{\lambda} \subset \bigcup_{j} 5\left[t_{j}, \tau_{t_{j}}\right] \text { and } \int_{\left[t_{j}, \tau_{t_{j}}\right]} f^{\prime} \geq \lambda\left(\tau_{t_{j}}-t_{j}\right) \text { for all } j \in \mathbb{N}
$$

Here, given an interval $[x, y] \subset[r, s]$, we write $[x, y]=[z-\vartheta, z+\vartheta]$ and then define $5[x, y]:=$ $[z-5 \vartheta, z+5 \vartheta] \cap[r, s]$. Therefore,

$$
\mathscr{L}^{1}\left(\mathcal{O}_{\lambda}\right) \leqslant 5 \sum_{j}\left(\tau_{t_{j}}-t_{j}\right) \leqslant \frac{5}{\lambda} \sum_{j} \int_{\left[t_{j}, \tau_{t_{j}}\right]} f^{\prime}
$$

$$
\begin{aligned}
& \leqslant \frac{5}{\lambda} \sum_{j} \int_{\left(t_{j}, \tau_{t_{j}}\right]} f^{\prime}+\frac{5}{\lambda} \sum_{j} f^{\prime}\left(\left\{t_{j}\right\}\right) \\
& \leqslant \frac{10}{\lambda} \int_{[r, s]} f^{\prime} \leqslant \frac{10}{\lambda}(f(s)-f(r))
\end{aligned}
$$

We may argue analogously for $\left(f^{\prime}\right)_{1}^{*}$. We then obtain

$$
\begin{aligned}
& \mathscr{L}^{1}\left(\mathcal{O}_{\lambda}^{\mathrm{u}}\right):=\mathscr{L}^{1}\left(\left\{t \in(r, s):\left(f^{\prime}\right)_{\mathrm{u}}^{*}(t)>\lambda\right\}\right) \leqslant \frac{10}{\lambda}(f(s)-f(r)), \\
& \mathscr{L}^{1}\left(\mathcal{O}_{\lambda}^{1}\right):=\mathscr{L}^{1}\left(\left\{t \in(r, s):\left(f^{\prime}\right)_{1}^{*}(t)>\lambda\right\}\right) \leqslant \frac{10}{\lambda}(f(s)-f(r)) .
\end{aligned}
$$

We may assume without loss of generality that $f(r)<f(s)$ as otherwise there is nothing to prove. For $c>0$ to be fixed later, put $\lambda^{*}:=c \frac{f(s)-f(r)}{s-r}$. Then

$$
\begin{aligned}
& \mathscr{L}^{1}\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right):=\mathscr{L}^{1}\left(\left\{t \in(r, s):\left(f^{\prime}\right)_{\mathrm{u}}^{*}(t)>c \frac{f(s)-f(r)}{s-r}\right\}\right) \leqslant \frac{10}{c}(s-r), \\
& \mathscr{L}^{1}\left(\mathcal{O}_{\lambda^{*}}^{1}\right):=\mathscr{L}^{1}\left(\left\{t \in(r, s):\left(f^{\prime}\right)_{1}^{*}(t)>c \frac{f(s)-f(r)}{s-r}\right\}\right) \leqslant \frac{10}{c}(s-r) .
\end{aligned}
$$

In consequence, $\mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{u}\right)^{\mathrm{C}}\right), \mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\mathrm{C}}\right)>\left(1-\frac{10}{c}\right)(s-r)$ and therefore

$$
\begin{align*}
2\left(1-\frac{10}{c}\right)(s-r) & \leqslant \mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement}\right)+\mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement}\right) \\
& \leqslant \mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement} \cup\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\mathrm{C}}\right)+\mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement}\right)  \tag{11.1}\\
& \leqslant(s-r)+\mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement} \cap\left(\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement}\right)\right.
\end{align*}
$$

yields

$$
\begin{equation*}
\left(1-\frac{20}{c}\right)(s-r) \leqslant \mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{u}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement}\right) \tag{11.2}
\end{equation*}
$$

Hence (3.19) follows; indeed, if $t \in\left(\mathcal{O}_{\lambda^{*}}^{u}\right)^{\complement} \cap\left(\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement}\right.$, then

$$
\begin{array}{ll}
c \frac{f(s)-f(r)}{s-r} \geq\left(f^{\prime}\right)_{\mathrm{u}}^{*}(t) \geq \frac{f(\tau)-f(t)}{\tau-t} & \text { for all } \tau \in(t, s] \text { and } \\
c \frac{f(s)-f(r)}{s-r} \geq\left(f^{\prime}\right)_{1}^{*}(t) \geq \frac{f(t)-f(\tau)}{t-\tau} & \text { for all } \tau \in[r, t)
\end{array}
$$

In fact, since $f^{\prime}((a, b])=f(b)-f(a)$ for any semi-open interval, we have e.g. for all $\tau \in(t, s]$ :

$$
\frac{f(\tau)-f(t)}{\tau-t}=\frac{f^{\prime}((t, \tau])}{\tau-t} \leqslant \frac{f^{\prime}([t, \tau])}{\tau-t} \leqslant\left(f^{\prime}\right)_{\mathrm{u}}^{*}(t) \leqslant c \frac{f(s)-f(r)}{s-r}
$$

We now argue that this can be achieved for $\widetilde{r}<\widetilde{s}<\tilde{t}$ such that (3.21) holds. Recalling that $\mathscr{L}^{1}(E)<\theta(s-r)$, we deduce similarly as in (11.1) but now using (11.2) and $\mathscr{L}^{1}\left(E^{\complement}\right) \geq$ $(1-\theta)(s-r)$

$$
\begin{equation*}
\left(1-\frac{20}{c}-\theta\right)(s-r) \leqslant \mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{I}}\right)^{\complement} \cap E^{\complement}\right) \tag{11.3}
\end{equation*}
$$

We then conclude from (11.3) that

$$
\begin{equation*}
c:=\frac{800}{1-8 \theta} \Longrightarrow \frac{7}{8}(s-r)<\mathscr{L}^{1}\left(\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{l}}\right)^{\complement} \cap E^{\complement}\right) \tag{11.4}
\end{equation*}
$$

Namely, note that we have

$$
\frac{7}{8}(s-r)<\left(1-\frac{20}{c}-\theta\right)(s-r) \Leftrightarrow \frac{20}{c}<\frac{1-8 \theta}{8} \Leftrightarrow \frac{160}{1-8 \theta}<c
$$

and the last condition is certainly fulfilled for our choice of $c$. Therefore, whenever a measurable subset $\mathfrak{A} \subset(r, s)$ is such that $\mathscr{L}^{1}(\mathfrak{A}) \geq \frac{1}{8}(s-r)$, the intersection $\left(\mathcal{O}_{\lambda^{*}}^{\mathrm{u}}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement} \cap E^{\complement} \cap \mathfrak{A}$ must be non-empty. Now consider the intervals

$$
\begin{aligned}
& I_{1}=\left(\frac{3}{4} r+\frac{s}{4}-\frac{1}{16}(s-r), \frac{3}{4} r+\frac{s}{4}+\frac{1}{16}(s-r)\right), \\
& I_{2}=\left(\frac{3}{4} s+\frac{r}{4}-\frac{1}{16}(s-r), \frac{3}{4} s+\frac{r}{4}+\frac{1}{16}(s-r)\right),
\end{aligned}
$$

their intersections with $\left(\mathcal{O}_{\lambda^{*}}^{u}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement} \cap E^{\complement}$ must be non-empty each, and so we may choose the requisite $\widetilde{r}$ to belong to $I_{1} \cap\left(\mathcal{O}_{\lambda^{*}}^{u}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement} \cap E^{\complement}$ and $\widetilde{s}$ to belong to $I_{2} \cap\left(\mathcal{O}_{\lambda^{*}}^{u}\right)^{\complement} \cap\left(\mathcal{O}_{\lambda^{*}}^{1}\right)^{\complement} \cap$ $E^{\complement}$. Then, by definition of $I_{1}, I_{2}$, we especially have

$$
\frac{1}{8}(s-r) \leqslant(\widetilde{s}-\widetilde{r}) \leqslant s-r
$$

and so (3.21) follows ${ }^{8}$. The proof is complete.
11.2. $\mathrm{L}^{p}$-approach to relaxations. In the main part of the paper we directly extended $\mathscr{F}$ from a subclass of $\mathrm{W}^{1, q}$ to subclasses of $\mathrm{W}^{1, p}$ by semicontinuity. It is equally natural to first extend $\mathscr{F}$ from subclasses of $\mathrm{W}^{1, q}$ to larger spaces $X$ by infinity and then pass to the lower semicontinuous envelopes. Here we execute this task for $X=\mathrm{L}^{p}$ endowed with the strong $\mathrm{L}^{p}$ topology and compare the resulting functionals, leading to their equality and $\Gamma$-approximability by standard growth functionals under natural assumptions. For simplicity, we here focus on the analogues of (1.9); results for functionals in the spirit of (1.10) can be obtained with the obvious modifications.

To this end, fix exponents $1 \leqslant p<q<\infty$ and assume that $F: \mathbb{R}^{N \times n} \rightarrow \mathbb{R}$ is a continuous integrand satisfying the natural $q$-growth condition (H1), so $|F(z)| \leqslant L\left(1+|z|^{q}\right)$ for all $z \in$ $\mathbb{R}^{N \times n}$, where $L>0$ is a constant. Let $\Omega$ be a non-empty, bounded and open subset of $\mathbb{R}^{n}$ and $g \in \mathrm{~W}^{1, q}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$. Fix $\Omega^{\prime}$ satisfying $\Omega \Subset \Omega^{\prime} \Subset \mathbb{R}^{n}$ and define the functional

$$
\mathscr{F}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]:= \begin{cases}\int_{\Omega^{\prime}} F(\nabla u) \mathrm{d} x & \text { if } u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right),  \tag{11.5}\\ +\infty & \text { if } u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right) \backslash \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right),\end{cases}
$$

where the class of admissible maps $\mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)$ is defined as in (1.8). The lower semicontinuous envelope of $\mathscr{F}_{g}^{\mathrm{L}^{p}}\left[-; \Omega, \Omega^{\prime}\right]$ in the strong topology of $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ is denoted by $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]$. Thus we have for each $u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ the formula

$$
\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]=\inf \left\{\liminf _{j \rightarrow \infty} \mathscr{F}_{g}^{\mathrm{L}^{p}}\left[u_{j} ; \Omega, \Omega^{\prime}\right]: \begin{array}{c}
\left(u_{j}\right) \subset \mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right), \\
u_{j} \rightarrow u \text { strongly in } \mathrm{L}^{p}\left(\Omega^{\prime}, \mathbb{R}^{N}\right)
\end{array}\right\}
$$

We begin with the following dichotomy on the boundedness of $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}$ from below, being reflected by a $q$-growth condition on the quasiconvexification of $F$ :

Lemma 11.1. Under the above assumptions we have either $\overline{\mathscr{F}}_{g}^{L^{p}}\left[-; \Omega, \Omega^{\prime}\right] \equiv-\infty$ on $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ or

$$
\inf _{u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)} \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]>-\infty
$$

The latter is in turn equivalent to $F$ having real-valued quasiconvex envelope $F^{\text {qc }}$ satisfying a natural $q$-growth condition, so $\left|F^{\mathrm{qc}}(z)\right| \leqslant L^{\prime}\left(1+|z|^{q}\right)$ for all $z \in \mathbb{R}^{N \times n}$ and some $L^{\prime}>0$.
Proof. Assume that there exists $u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ such that $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]>-\infty$. Then we have in particular for each sequence $\left(u_{j}\right) \subset \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)$ with $u_{j} \rightarrow u$ in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ that

$$
\liminf _{j \rightarrow \infty} \int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x \geq \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] .
$$

Our first aim is to establish

$$
\begin{equation*}
\inf \left\{\int_{\mathrm{B}_{1}(0)} F(\nabla \varphi) \mathrm{d} x: \varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right),\|\varphi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0)\right)} \leqslant 1\right\}>-\infty \tag{11.6}
\end{equation*}
$$

from where we then deduce $F^{\text {qc }}(0)>-\infty$ by (3.24)ff..

[^7]Towards (11.6), take an ascending sequence of open sets $\Omega_{j} \Subset \Omega_{j+1} \Subset \Omega$ and corresponding Lipschitz cut-offs $\rho_{j}: \Omega \rightarrow[0,1], \mathbb{1}_{\Omega_{j}} \leqslant \rho_{j} \leqslant \mathbb{1}_{\Omega_{j+1}}$ and

$$
\left|\nabla \rho_{j}\right| \leqslant d_{j}:=\frac{4}{\operatorname{dist}\left(\Omega_{j}, \partial \Omega_{j+1}\right)}
$$

Let $\left(\Phi_{\varepsilon}\right)_{\varepsilon>0}$ be a family of $\varepsilon$-rescaled standard mollifiers on $\mathbb{R}^{n}$. For a descending null sequence $\varepsilon_{j} \searrow 0$ put $v_{j}:=\left(1-\rho_{j}\right) g+\rho_{j} \Phi_{\varepsilon_{j}} * u$. Then $v_{j} \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)$ and $v_{j} \rightarrow u \operatorname{inL}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. Fix $\mathrm{B}_{r_{0}}\left(x_{0}\right) \Subset \Omega$ and put $r_{j}=2^{-j} r_{0}$. Take Lipschitz cut-offs $\mu_{j}: \mathbb{R}^{n} \rightarrow[0,1], \mathbb{1}_{\mathrm{B}_{r_{j}}\left(x_{0}\right)} \leqslant$ $\mu_{j} \leqslant \mathbb{1}_{\mathrm{B}_{r_{j-1}}\left(x_{0}\right)}$ and $\left|\nabla \mu_{j}\right| \leqslant \frac{4}{r_{j-1}-r_{j}}=\frac{2^{j+2}}{r_{0}}$ for $j \in \mathbb{N}$. For $\varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$ with $\|\varphi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0)\right)} \leqslant 1$, we put

$$
u_{j}(x)=\left(1-\mu_{j}(x)\right) v_{j}(x)+r_{j} \varphi\left(\frac{x-x_{0}}{r_{j}}\right), \quad x \in \Omega^{\prime}
$$

Then $u_{j} \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right), u_{j} \rightarrow u$ in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ uniformly in $\varphi$ as above. Thus we can find $j_{0} \in \mathbb{N}$ such that

$$
\mathscr{F}_{g}^{\mathrm{L}^{p}}\left[u_{j} ; \Omega, \Omega^{\prime}\right]=\int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x>\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]-1
$$

for $j \geq j_{0}$. In particular,

$$
\int_{\Omega^{\prime} \backslash \mathrm{B}_{r_{j_{0}}}\left(x_{0}\right)} F\left(\nabla\left(\left(1-\mu_{j_{0}}\right) v_{j_{0}}\right)\right) \mathrm{d} x+r_{j_{0}}^{n} \int_{\mathrm{B}_{1}(0)} F(\nabla \varphi) \mathrm{d} x>\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]-1
$$

holds for all $\varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{1}(0) ; \mathbb{R}^{N}\right)$ with $\|\varphi\|_{\mathrm{L}^{\infty}\left(\mathrm{B}_{1}(0)\right)} \leqslant 1$.
Hence we have $F^{\mathrm{qc}}(0)>-\infty$ and therefore that $F^{\text {qc }}>-\infty$ everywhere (see (3.23)ff.). Since in particular $F^{\mathrm{qc}} \leqslant F \leqslant L\left(1+|\cdot|^{q}\right)$ on $\mathbb{R}^{N \times n}$ we deduce from (3.28) that $\left|F^{\mathrm{qc}}(z)\right| \leqslant$ $c L\left(|z|^{q}+1\right)$ for all $z \in \mathbb{R}^{N \times n}$ for some constant $c \geq 1$; the envelope $F^{\text {qc }}$ is then also locally Lipschitz. Now take a Lipschitz cut-off between $\Omega$ and $\Omega^{\prime}, \rho: \mathbb{R}^{n} \rightarrow[0,1]$, such that $\mathbb{1}_{\Omega} \leqslant \rho \leqslant$ $\mathbb{1}_{\Omega^{\prime}}$ and $|\nabla \rho| \leqslant \frac{4}{d}$ with $d:=\operatorname{dist}\left(\Omega, \partial \Omega^{\prime}\right)$. Since

$$
\inf _{u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)} \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]=\inf _{u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)} \int_{\Omega^{\prime}} F(\nabla u) \mathrm{d} x
$$

and for $u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)$ we estimate (recall that $\left|F^{\mathrm{qc}}(z)\right| \leqslant c L\left(1+|z|^{q}\right)$ for all $z \in \mathbb{R}^{N \times n}$ )

$$
\begin{aligned}
\int_{\Omega^{\prime}} F(\nabla u) \mathrm{d} x & =\int_{\Omega^{\prime}} F(\nabla(\rho u)) \mathrm{d} x+\int_{\Omega^{\prime} \backslash \Omega}(F(\nabla g)-F(\nabla(\rho g))) \mathrm{d} x \\
& \geq \mathscr{L}^{n}\left(\Omega^{\prime}\right) F^{\mathrm{qc}}(0)+\int_{\Omega^{\prime} \backslash \Omega}(F(\nabla g)-F(\nabla(\rho g))) \mathrm{d} x
\end{aligned}
$$

we conclude the proof of the first part of the lemma. Because the second part of the lemma is obvious from the above proof we are done.

Proposition 11.2. Fix an exponent $r \in[p, q]$. Then under the assumptions of Lemma 11.1, the following are equivalent:
(a) For each $t \in \mathbb{R}$ the sublevel set $\left\{u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)\right.$ : $\left.\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] \leqslant t\right\}$ is contained and bounded in $\mathrm{W}^{1, r}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ if $r>1$ and in $\mathrm{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ if $r=1$.
(b) There exist $c>0, z_{0} \in \mathbb{R}^{N \times n}$ such that $F-c\langle\cdot\rangle^{r}$ is quasiconvex at $z_{0}$.
(c) There exist constants $c_{1}>0, c_{2} \in \mathbb{R}$ such that

$$
\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] \geq \begin{cases}c_{1}\|u\|_{\mathrm{W}^{1, r}\left(\Omega^{\prime}\right)}^{r}+c_{2} & \text { if } r>1, \\ c_{1}\|u\|_{\mathrm{BV}\left(\Omega^{\prime}\right)}+c_{2} & \text { if } r=1\end{cases}
$$

holds for all $u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$.
In the display of (c) we use the convention that the norm of $u$ is defined to be $+\infty$ when $u$ does not belong to the corresponding space.

Proof. Note that when $u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)$, then $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] \leqslant \int_{\Omega^{\prime}} F(\nabla u) \mathrm{d} x$. Consequently, for all $t \in \mathbb{R}$ we have the inclusion

$$
\left\{u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right): \int_{\Omega^{\prime}} F(\nabla u) \mathrm{d} x \leqslant t\right\} \subset\left\{u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right): \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] \leqslant t\right\}
$$

and so condition (a) implies in particular that the sublevel sets on the left-hand side are bounded in $\mathrm{W}^{1, r}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ if $r>1$ and in $\operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ if $r=1$. We hereby conclude (b) by Proposition 6.1. In turn, (b) implies that

$$
\int_{\Omega^{\prime}} F(\nabla u) \mathrm{d} x \geq c_{1} \int_{\Omega^{\prime}}|\nabla u|^{r} \mathrm{~d} x+c_{2} \quad \text { for all } u \in \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)
$$

by Proposition 6.1. By lower semicontinuity of the $\mathrm{W}^{1, r}$ - or BV-norms for strong convergence of $\mathrm{W}^{1, q}$-maps in $\mathrm{L}^{r}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ and our above convention of e.g. $\|u\|_{\mathrm{W}^{1, r}\left(\Omega^{\prime}\right)}=\infty$ if $u \notin \mathrm{~W}^{1, r}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$, we conclude (c). Since (c) obviously implies (a), the proof is complete.

Corollary 11.3. Under the mutually equivalent conditions of the preceding proposition, we have

$$
\begin{array}{ll}
\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]=\overline{\mathscr{F}}_{g}\left[u ; \Omega, \Omega^{\prime}\right] & \text { for all } u \in \mathrm{~W}^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right), \\
\overline{\mathscr{F}}_{g}^{\mathrm{L}^{1}}\left[u ; \Omega, \Omega^{\prime}\right]=\overline{\mathscr{F}}_{g}^{*}\left[u ; \Omega, \Omega^{\prime}\right] & \text { for all } u \in \operatorname{BV}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right) . \tag{11.7}
\end{array}
$$

Proof. We focus on the case $p>1$, the case $p=1$ being analogous. We only need to establish ' $\geq$ ' in (11.7), and then may assume that $\overline{\mathscr{F}}_{g}^{\mathrm{L}}{ }^{p}\left[u ; \Omega, \Omega^{\prime}\right]<\infty$ as otherwise there is nothing to prove. By Proposition 11.2 (c), we then have $\overline{\mathscr{F}}_{{ }_{g}^{p}}^{L^{p}}\left[u ; \Omega, \Omega^{\prime}\right]>-\infty$. Let $\left(u_{j}\right) \subset \mathscr{A}_{g}^{q}\left(\Omega, \Omega^{\prime}\right)$ be such that $u_{j} \rightarrow u$ strongly in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ and $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]=\lim _{j \rightarrow \infty} \mathscr{F}_{g}^{\mathrm{L}^{p}}\left[u_{j} ; \Omega, \Omega^{\prime}\right]$. Again by Proposition 11.2, $\left(u_{j}\right)$ is bounded in $\mathrm{W}^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. Hence, $\left(u_{j}\right)$ possesses a subsequence $\left(u_{j_{k}}\right)$ such that $u_{j_{k}} \rightharpoonup v$ weakly in $\mathrm{W}^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ for some $v \in \mathrm{~W}^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. Since $u_{j} \rightarrow u$ strongly in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$, we have $u=v$ and thus

$$
\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]=\liminf _{k \rightarrow \infty} \mathscr{F}_{g}^{\mathrm{L}^{p}}\left[u_{j_{k}} ; \Omega, \Omega^{\prime}\right] \geq \overline{\mathscr{F}}_{g}\left[u ; \Omega, \Omega^{\prime}\right] .
$$

The proof is complete.
We finally address a $\Gamma$-approximability result. Note that, if we choose $s>q$ in the following, this allows to $\Gamma$-approximate the relaxed functionals by multiple integrals with integrands of pointwise standard growth (i.e., (1.2) with the exponent $s$ ), whereas if $F$ is quasiconvex and $s=q$, the integrand $F+\varepsilon\langle\cdot\rangle^{q}$ still has $q$-growth and is $q$-strongly quasiconvex.

Remark 11.4. Fix an exponent $s \geq q$, assume $g \in \mathrm{~W}^{1, s}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ and define for $\varepsilon>0$ the functional

$$
\mathscr{F}_{s, \varepsilon, g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]:= \begin{cases}\int_{\Omega^{\prime}}\left(F(\nabla u)+\varepsilon\langle\nabla u\rangle^{s}\right) \mathrm{d} x & \text { if } u \in \mathscr{A}_{g}^{s}\left(\Omega, \Omega^{\prime}\right) \\ +\infty & \text { if } u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right) \backslash \mathscr{A}_{g}^{s}\left(\Omega, \Omega^{\prime}\right)\end{cases}
$$

where we recall $\langle z\rangle=\sqrt{|z|^{2}+1}$. We then have that $\mathscr{F}_{s, \varepsilon, g}^{\mathrm{L}^{p}}\left[-; \Omega, \Omega^{\prime}\right] \rightarrow \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[-; \Omega, \Omega^{\prime}\right]$ in the sense of $\Gamma$-convergence on $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ with the strong $\mathrm{L}^{p}$-topology as $\varepsilon \searrow 0$.

Indeed, let $u_{\varepsilon} \rightarrow u$ in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$. We aim to show that $\liminf _{\varepsilon \searrow 0} \mathscr{F}_{s, \varepsilon, g}^{\mathrm{L}^{p}}\left[u_{\varepsilon} ; \Omega, \Omega^{\prime}\right] \geq$ $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]$ and may without loss of generality assume that the left-hand side is smaller than $+\infty$. We then extract a subsequence (say $\varepsilon_{j} \searrow 0$ ) such that

$$
\mathscr{F}_{s, \varepsilon_{j}, g}^{\mathrm{L}^{p}}\left[u_{\varepsilon_{j}} ; \Omega, \Omega^{\prime}\right] \rightarrow \liminf _{\varepsilon \searrow 0} \mathscr{F}_{s, \varepsilon, g}^{\mathrm{L}^{p}}\left[u_{\varepsilon} ; \Omega, \Omega^{\prime}\right]<+\infty
$$

From the definitions we then have $u_{\varepsilon_{j}} \in \mathscr{A}_{g}^{s}\left(\Omega, \Omega^{\prime}\right)$ and since $u_{\varepsilon_{j}} \rightarrow u$ in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ that

$$
\lim _{j \rightarrow \infty} \int_{\Omega^{\prime}}\left(F\left(\nabla u_{\varepsilon_{j}}\right)+\varepsilon_{j}\left\langle\nabla u_{\varepsilon_{j}}\right\rangle^{s}\right) \mathrm{d} x \geq \liminf _{j \rightarrow \infty} \mathscr{F}_{g}^{\mathrm{L}^{p}}\left[u_{\varepsilon_{j}} ; \Omega, \Omega^{\prime}\right] \geq \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] .
$$

Next, we must show the limsup inequality, namely given $u \in \mathrm{~L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ that we can find $\left(u_{\varepsilon}\right)_{\varepsilon>0}$ in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ such that $u_{\varepsilon} \rightarrow u$ strongly in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ together with

$$
\limsup _{\varepsilon \searrow 0} \mathscr{F}_{s, \varepsilon, g}^{\mathrm{L}^{p}}\left[u_{\varepsilon} ; \Omega, \Omega^{\prime}\right] \leqslant \mathscr{\mathscr { F }}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right] .
$$

Clearly we may assume that $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]<+\infty$ and can then by definition find a sequence $\left(u_{j}\right)$ in $\mathscr{A}_{g}^{s}\left(\Omega, \Omega^{\prime}\right)$ such that $u_{j} \rightarrow u$ in $L^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ and $\int_{\Omega^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x \rightarrow \overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]$. Take a descending null sequence $\left(\varepsilon_{j}\right)$ such that $\varepsilon_{j} \int_{\Omega^{\prime}}\left\langle\nabla u_{j}\right\rangle^{s} \mathrm{~d} x \rightarrow 0$. Define $u_{\varepsilon}=u_{1}$ for $\varepsilon>\varepsilon_{1}$ and for $j>1, u_{\varepsilon}=u_{j}$ for $\varepsilon \in\left(\varepsilon_{j}, \varepsilon_{j-1}\right]$. Then $u_{\varepsilon} \rightarrow u$ in $\mathrm{L}^{p}\left(\Omega^{\prime} ; \mathbb{R}^{N}\right)$ and $\mathscr{F} \mathrm{L}_{s, \varepsilon, g}^{p}\left[u_{\varepsilon} ; \Omega, \Omega^{\prime}\right] \rightarrow$ $\overline{\mathscr{F}}_{g}^{\mathrm{L}^{p}}\left[u ; \Omega, \Omega^{\prime}\right]$, and the statement follows.
11.3. Proof of Lemma 7.2. In this section, we provide the elementary

Proof of Lemma 7.2. For any open and bounded Lipschitz domain $\omega^{\prime} \subset \mathbb{R}^{n}$ and any map $w \in$ $\mathrm{W}^{1, q}\left(\omega^{\prime} ; \mathbb{R}^{N}\right)$, we have with $\widetilde{w}:=w-a$

$$
\begin{align*}
\int_{\omega^{\prime}} F_{\nabla a}(\nabla \widetilde{w}) \mathrm{d} x & =\int_{\omega^{\prime}} F(\nabla w)-F(\nabla a)-\left\langle F^{\prime}(\nabla a), \nabla(w-a)\right\rangle \mathrm{d} x \\
& =\int_{\omega^{\prime}} F(\nabla w)-F(\nabla a) \mathrm{d} x  \tag{11.8}\\
& +\int_{\partial \omega^{\prime}}\left\langle F^{\prime}(\nabla a),\left(a-\operatorname{tr}_{\partial \omega^{\prime}}(w)\right) \otimes \nu_{\partial \omega^{\prime}}\right\rangle \mathrm{d} \mathscr{H}^{n-1}
\end{align*}
$$

where $\nu_{\partial \omega^{\prime}}$ is the outer unit normal to $\partial \omega^{\prime}$. Identity 11.8 implies that $\left(u_{j}\right) \subset \mathscr{A}_{u_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ is generating for $\mathscr{\mathscr { F }}_{u_{0}}^{*}\left[\mathbf{u} ; \Omega, \Omega^{\prime}\right]$ if and only if $\left(\widetilde{u}_{j}\right) \subset \mathscr{A}_{\widetilde{u}_{0}}^{q}\left(\Omega, \Omega^{\prime}\right)$ is generating for $\frac{u_{0}}{\mathscr{F}_{0}^{*}} \nabla a, \widetilde{u}_{0}\left[\widetilde{\mathbf{u}} ; \Omega, \Omega^{\prime}\right]$ with $\widetilde{\mathbf{u}}:=\mathbb{1}_{\Omega} \widetilde{u}+\mathbb{1}_{\Omega^{\prime} \backslash \bar{\Omega}} \widetilde{u}_{0}$. Specifically, $\widetilde{\mathscr{F}}_{v}^{*}[u ; \Omega]<\infty$ implies that $\overline{\mathscr{F}}_{\nabla a, \widetilde{v}}^{*}[\widetilde{u} ; \Omega]<\infty$, and by Remark 6.11 we then infer Lemma 7.2 (a): Let $x_{0} \in \Omega$ and $r>0$ are such that $\mathrm{B}_{r}\left(x_{0}\right) \Subset \Omega$ and $\mathcal{M} D u\left(x_{0}, r\right)+\mathcal{M} \lambda\left(x_{0}, r\right)<\infty$, where $\lambda \in \mathrm{RM}_{\mathrm{fin}}\left(\Omega^{\prime}\right)$ is the weak*-limit of a suitable subsequence $\left(\left|D u_{j_{k}}\right|\right)$. From above we deduce that $\left(\widetilde{u}_{j_{k}}\right)$ is generating for $\overline{\mathscr{F}}_{\nabla a, \widetilde{u}_{0}}^{*}\left[\widetilde{\mathbf{u}} ; \Omega, \Omega^{\prime}\right]$, and $\mathcal{M} D \widetilde{u}\left(x_{0}, r\right)<\infty$ holds trivially. Let $\mu \in \mathrm{RM}_{\text {fin }}\left(\Omega^{\prime}\right)$ be a weak*-limit of a subsequence $\left(\left|D \widetilde{u}_{j_{k}(l)}\right|\right)$ of $\left(\left|D \widetilde{u}_{j_{k}}\right|\right)$. If $\varepsilon>0$ is sufficiently small such that $\mathrm{B}_{r+2 \varepsilon}\left(x_{0}\right) \Subset \Omega$, we then have

$$
\begin{aligned}
\int_{\mathrm{B}_{r+\varepsilon}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r-\varepsilon}\left(x_{0}\right)} \mathrm{d} \mu & \leqslant \liminf _{l \rightarrow \infty} \int_{\mathrm{B}_{r+\varepsilon}\left(x_{0}\right) \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)} \mathrm{d}\left|D \widetilde{u}_{j_{k}(l)}\right| \\
& \leqslant \limsup _{l \rightarrow \infty} \int_{\overline{\mathrm{B}}_{r+2 \varepsilon}\left(x_{0}\right) \backslash \mathrm{B}_{r-2 \varepsilon}\left(x_{0}\right)} \mathrm{d}\left(\left|D u_{j_{k}(l)}\right|+|\nabla a| \mathscr{L}^{n}\right) \\
& \leqslant|\lambda|\left(\overline{\mathrm{B}}_{r+2 \varepsilon} \backslash \mathrm{~B}_{r-2 \varepsilon}\right)+\mathscr{L}^{n}\left(\overline{\mathrm{~B}}_{r+2 \varepsilon}\left(x_{0}\right) \backslash \mathrm{B}_{r-2 \varepsilon}\left(x_{0}\right)\right)|\nabla a| \\
& \leqslant 4 \varepsilon \mathcal{M} \lambda\left(x_{0}, r\right)+\mathscr{L}^{n}\left(\overline{\mathrm{~B}}_{r+2 \varepsilon}\left(x_{0}\right) \backslash \mathrm{B}_{r-2 \varepsilon}\left(x_{0}\right)\right)|\nabla a|
\end{aligned}
$$

for $\left.\overline{\mathrm{B}}_{r+2 \varepsilon}\left(x_{0}\right) \backslash \mathrm{B}_{r-2 \varepsilon}\left(x_{0}\right)\right)$ is compact. Dividing the previous inequality by $2 \varepsilon$, we obtain $\mathcal{M} D \widetilde{u}\left(x_{0}, r\right)+\mathcal{M} \mu\left(x_{0}, r\right)<\infty$, and from here Remark 6.11 implies (a). Based on (11.8), Lemma 7.2 (b) then follows by similar means. To see Lemma 7.2 (c), $\ell_{m}>0$ be the constant from (H2). Using that $|\nabla a| \leqslant m$, (H2) then yields with $\ell^{(m)}:=\ell_{m} /\left(16\left(1+m^{2}\right)^{3 / 2}\right)$ for all test maps $\varphi \in \mathrm{C}_{c}^{\infty}\left(\mathrm{B}_{s}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$

$$
\begin{aligned}
\ell^{(m)} \int_{\mathrm{B}_{s}\left(x_{0}\right)} V(\nabla \varphi) \mathrm{d} x & \stackrel{\text { Lem. } 3.6(\mathrm{f})}{\leqslant} \ell_{m} \int_{\mathrm{B}_{s}\left(x_{0}\right)} V(\nabla a+\nabla \varphi)-V(\nabla a)-\left\langle V^{\prime}(\nabla a), \nabla \varphi\right\rangle \mathrm{d} x \\
& =\ell_{m} \int_{\mathrm{B}_{s}\left(x_{0}\right)} V(\nabla a+\nabla \varphi)-V(\nabla a) \mathrm{d} x \\
& \stackrel{(\mathrm{H} 2)}{\leqslant} \int_{\mathrm{B}_{s}\left(x_{0}\right)} F(\nabla a+\nabla \varphi)-F(\nabla a) \mathrm{d} x=\int_{\mathrm{B}_{s}\left(x_{0}\right)} F_{\nabla a}(\nabla \varphi) \mathrm{d} x
\end{aligned}
$$

The case of general maps $\varphi \in \mathrm{W}_{0}^{1, q}\left(\mathrm{~B}_{s}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ then follows from quasiconvexity and (H1), hereafter (3.26), and smooth approximation. The proof is complete.


Figure 5. The grid-covering argument underlying the proof of Proposition 10.9. For a triangulation as depicted in (a), the triangles $\triangle$ are shifted by a certain multiple of a vector not tangent to the faces of $\triangle$, see (b). Since $e$ is non-tangent to the faces of any $\triangle$, one may run the usual argument in the proof of the Hardy-Littlewood maximal theorem to conclude that $\mathcal{M}_{\triangle}(\mu)<\infty$ $\mathscr{L}^{1}$-a.e.; note that, if $e$ were tangent to a face of $\triangle$, the usual disjointness provided by Vitali's covering lemma would become vacuous and a strictly positive integral could potentially be counted infinitely often. In this case, the requisite finiteness would not follow anymore.
11.4. Proof of Proposition 10.9. In this concluding section, we provide the proof of the lower semicontinuity result from Proposition 10.9 for which we adapt the approach by CHEN and the second author, cf. [41, §5]. Related results are for instance due to Focardi [64], however, work subject to different hypotheses than ours.

Proof of Proposition 10.9. Let $u, u_{1}, u_{2}, \ldots \in \mathrm{~W}_{u_{0}}^{1, \Phi}\left(\Omega ; \mathbb{R}^{N}\right)$ as in Proposition 10.9, where it is no loss of generality to assume

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x=\lim _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x \tag{11.9}
\end{equation*}
$$

by passing to a subsequence if necessary. Moreover, we may suppose that the extended Dirichlet datum satisfies $u_{0} \in\left(\mathrm{~W}^{1,1} \cap \mathrm{~W}^{1, \Phi}\right)\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ and so, tacitly thinking of $u, u_{j}$ to be extended by $u_{0}$ to $\mathbb{R}^{n}$, we may assume that that $u, u_{j} \in \mathrm{~W}^{1, \Phi}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$. Given $\varepsilon>0$, we then find $\widetilde{u} \in\left(\mathrm{C}^{\infty} \cap \mathrm{W}^{1, \Phi}\right)\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ such that $\|u-\widetilde{u}\|_{\mathrm{W}^{1, \Phi}\left(\mathbb{R}^{n}\right)}<\frac{\varepsilon}{2}$. Let $\mathcal{T}$ be a triangulation of $\mathbb{R}^{n}$ which is uniform and regular, and denote $\mathcal{T}_{\Omega}$ the subcollection of triangles $\triangle \in \mathcal{T}$ with $\triangle \cap \Omega \neq \emptyset$. Then there exists $0<\delta<1$ such that, if $\operatorname{diam}(\triangle)<\delta$ for all $\triangle \in \mathcal{T}$ and $a_{\mathcal{T}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ is the piecewise affine-linear map arising as the Lagrange interpolation of $\widetilde{u}$ on the nodes of the triangle $\Delta \in \mathcal{T}$, we have $\left\|\widetilde{u}-a_{\mathcal{T}}\right\|_{W^{1, \Phi}\left(\mathbb{R}^{n}\right)}<\frac{\varepsilon}{2}$. We then set $a_{\triangle}:=\left.a_{\mathcal{T}}\right|_{\triangle}$. As $\mathcal{T}$ is assumed uniform and regular, we find a unit vector $e \in \mathbb{S}^{n-1}$ not being tangent to any of the faces of any triangle $\triangle \in \mathcal{T}$; this is so because $\mathcal{T}$ being uniform and regular forces all the triangles $\triangle \in \mathcal{T}$ to be congruent to a finite number of simplices. For non-negative Radon measures $\mu$ on $\mathbb{R}^{n}$, we define a maximal-type function

$$
\mathcal{M}_{\triangle}(\mu)(t):=\sup _{\substack{0<\varepsilon \ll \\ t+\varepsilon \leqslant \delta}} \frac{1}{2 \varepsilon} \int_{t e+\partial \triangle+\mathrm{B}_{\varepsilon}(0)} \mathrm{d} \mu, \quad t \in[0, \delta] .
$$

Since $e$ is not tangent to the faces of $\triangle$, we conclude that for $\mathscr{L}^{1}$-a.e. $t \in(0, \delta)$ we have that $\mathcal{M}_{\Delta}(\mu)(t)<\infty$; see Figure 5.

In the following, we write $\Phi=\Phi(|\cdot|)$ with slight abuse of notation. Passing to another subsequence if necessary, we may assume that $\Phi\left(u_{j}\right) \mathscr{L}^{n}+\Phi\left(\nabla u_{j}\right) \mathscr{L}^{n} \xrightarrow{*} \lambda \in \operatorname{RM}_{\mathrm{fin}}\left(\mathbb{R}^{n}\right)$.

Since $\mathcal{T}_{\Omega}$ consists of finitely many simplices, the set of all

$$
\begin{equation*}
s \in \bigcap_{\triangle \in \mathcal{T}_{\Omega}}\left\{t \in(0, \delta): \mathcal{M}_{\triangle}(\lambda)(t)<\infty \text { and } \mathcal{M}_{\triangle}\left(\Phi(u) \mathscr{L}^{n}+\Phi(\nabla u) \mathscr{L}^{n}\right)(t)<\infty\right\} \tag{11.10}
\end{equation*}
$$

still has full $\mathscr{L}^{1}$-measure in $(0, \delta)$. Especially, we may pick an $s$ such that (11.10) holds and, with $\triangle^{\prime}:=s e+\triangle, \mathcal{T}_{\Omega}^{\prime}:=\left\{\triangle^{\prime}: \triangle \in \mathcal{T}_{\Omega}\right\}$ is still a uniform and regular triangulation of a neighbourhood of $\Omega$.

Now let $\tau>1$. Denoting the center of $\triangle^{\prime}$ by $x_{\triangle^{\prime}}$, we set $\tau \triangle^{\prime}:=x_{\triangle^{\prime}}+\tau\left(\triangle^{\prime}-x_{\triangle^{\prime}}\right)$. We then let $\mathscr{J}_{\Delta^{\prime}}: \mathrm{W}^{1, \Phi}\left(\triangle^{\prime} ; \mathbb{R}^{N}\right) \rightarrow \mathrm{W}^{1, \Phi}\left(2 \triangle^{\prime} ; \mathbb{R}^{N}\right)$ be a bounded linear extension operator satisfying

$$
\begin{equation*}
\int_{2 \Delta^{\prime}} \Phi\left(\mathscr{J}_{\Delta^{\prime}} v\right)+\Phi\left(\nabla \mathscr{J}_{\Delta^{\prime}} v\right) \mathrm{d} x \leqslant c \int_{\Delta^{\prime}} \Phi(v)+\Phi(\nabla v) \mathrm{d} x, v \in \mathrm{~W}^{1, \Phi}\left(\triangle^{\prime} ; \mathbb{R}^{N}\right) \tag{11.11}
\end{equation*}
$$

with a constant $c=c\left(\triangle^{\prime}, n, N, \Phi\right)>0$. Since $\Phi$ is of class $\Delta_{2}$ and $\mathcal{T}_{\Omega}^{\prime}$ is still uniform and regular, such an operator can be obtained by routine means for the unit simplex $\triangle^{1}:=$ $\operatorname{co}\left(\left\{0, e_{1}, \ldots, e_{n}\right\}\right)$ and then employing an affine change of variables. We set, with the tracepreserving operator $\widetilde{\mathbb{E}}$ from Section 4 ,

$$
w:=\mathscr{J} \Delta^{\prime} \widetilde{\mathbb{E}}_{\Delta^{\prime}}(u) \text { and } w_{j}:=\mathscr{J} \Delta^{\prime} \widetilde{\mathbb{E}}_{\Delta^{\prime}}\left(u_{j}\right)
$$

and claim that

$$
\begin{equation*}
\int_{2 \Delta^{\prime}} \Phi\left(w-w_{j}\right)+\Phi\left(\nabla w-\nabla w_{j}\right) \mathrm{d} x \rightarrow 0, \quad j \rightarrow \infty \tag{11.12}
\end{equation*}
$$

For future reference, we then remark that an argument analogous to that underlying proof of Lemma 4.1 (b) (in fact, a combination of Lemma 4.1 (a) with Jensen's inequality) yields

$$
\begin{equation*}
\int_{\Delta^{\prime}} \Phi\left(\nabla^{l} \widetilde{\mathbb{E}}_{\Delta^{\prime}} v\right) \mathrm{d} x \leqslant c \int_{\Delta^{\prime}} \Phi\left(\nabla^{l} v\right) \mathrm{d} x \quad \text { for all } v \in \mathrm{~W}^{1, \Phi}\left(\triangle^{\prime} ; \mathbb{R}^{N}\right), l \in\{0,1\} \tag{11.13}
\end{equation*}
$$

In view of (11.11), it then suffices to establish (11.12) with the domain of integration changed to $\triangle^{\prime}$. To this aim, let $\varepsilon^{\prime}>0$ be given. Denote $\left(\mathrm{B}^{i}\right)$ the Whitney cover of $\triangle^{\prime}$ as displayed in Section 4, cf. (W1)-(W4) and pick a partition of unity $\left(\rho_{i}\right)$ subject to ( $\mathrm{B}^{i}$ ) satisfying (W6)(W8). For each $i \in \mathbb{N}$, the definition of the averaged Taylor polynomials (cf. (3.15)) implies

$$
\begin{equation*}
\nabla \Pi_{\mathrm{B}^{i}}^{1} u_{j} \rightarrow \nabla \Pi_{\mathrm{B}^{i}}^{1} u \quad \text { in } \mathbb{R}^{N \times n} \text { as } j \rightarrow \infty \tag{11.14}
\end{equation*}
$$

because of $u_{j} \rightarrow u$ strongly in $\mathrm{L}^{1}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$. From Section 4, we recall the notation $U_{\kappa}^{\complement}:=$ $\{x \in U: \operatorname{dist}(x, \partial U) \leqslant \kappa\}$. Using a similar argument as for Lemma 4.1 (a)-(c) in conjunction with the convexity and the $\Delta_{2}$-property of $\Phi$, we conclude that there exist constants $C_{1}, C_{2}>1$ (solely depending on $\Phi$ and $n$ ) such that, with $\vartheta>1$ fixed and close to 1 and $\kappa>0$ sufficiently small

$$
\begin{aligned}
\underset{j \rightarrow \infty}{\limsup I_{j}^{\Delta^{\prime}, \kappa}} & :=\underset{j \rightarrow \infty}{\limsup } \int_{\Delta^{\prime} / \kappa} \Phi\left(\widetilde{\mathbb{E}}_{\Delta^{\prime}} u_{j}\right)+\Phi\left(\nabla \widetilde{\mathbb{E}}_{\Delta^{\prime}} u_{j}\right)+\Phi\left(\widetilde{\mathbb{E}}_{\Delta^{\prime}} u\right)+\Phi\left(\nabla \widetilde{\mathbb{E}}_{\Delta^{\prime}} u\right) \mathrm{d} x \\
& \leqslant C_{1} \limsup _{j \rightarrow \infty} \int_{\Delta^{\prime} \delta_{C_{2} \times \kappa}} \Phi\left(u_{j}\right)+\Phi\left(\nabla u_{j}\right)+\Phi(u)+\Phi(\nabla u) \mathrm{d} x \\
& \leqslant C_{1} \int_{\partial \Delta^{\prime}+\mathrm{B}_{C_{2 \times \kappa} \times \vartheta(0)}} \mathrm{d} \lambda+C_{1} \int_{\partial \Delta^{\prime}+\mathrm{B}_{C_{2} \times \kappa \times \vartheta(0)}(0)} \Phi(u)+\Phi(\nabla u) \mathrm{d} x \\
& \leqslant 2 C_{1} C_{2} \times \kappa \times \vartheta\left(\mathcal{M}_{\Delta}(\lambda)(s)+\mathcal{M}_{\Delta}\left(\Phi(u) \mathscr{L}^{n}+\Phi(\nabla u) \mathscr{L}^{n}\right)(s)\right),
\end{aligned}
$$

and because of (11.10), there exist $\kappa=\kappa(\triangle)>0$ and $j_{0}=j_{0}(\triangle)$ such that $j \geq j_{0}$ implies

$$
\begin{equation*}
\mathrm{I}_{j}^{\triangle^{\prime}, \kappa}<\frac{\varepsilon^{\prime}}{\Delta_{2}(\Phi)} \tag{11.15}
\end{equation*}
$$

Fix such $\kappa$ and $j_{0}$. We then pick the minimal index $\operatorname{set} \mathcal{I} \subset \mathbb{N}_{0}$ such that $\left\{x \in \triangle^{\prime}: \sum_{i \in \mathcal{I}} \rho_{i}(x)=\right.$ $1\} \cup \triangle^{\prime}{ }_{\kappa}^{C}=\triangle^{\prime}$; in particular, $\mathcal{I}$ is finite. On the one hand, we have by the local uniformly finite overlap of the balls $\mathrm{B}^{i}$ and the $\Delta_{2}$-property of $\Phi$

$$
\begin{align*}
\int_{\triangle^{\prime}} \Phi\left(\sum_{i \in \mathcal{I}} \rho_{i}\left(\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right)\right) \mathrm{d} x & \leqslant c \sum_{i \in \mathcal{I}} \int_{\mathrm{B}^{i}} \Phi\left(\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right) \mathrm{d} x \\
& \leqslant c \sum_{i \in \mathcal{I}} \int_{\mathrm{B}^{i}} \Phi\left(\left\|\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right\|_{\mathrm{L}^{\infty}\left(\mathrm{B}^{i}\right)}\right) \mathrm{d} x  \tag{11.16}\\
& \stackrel{(3.16)_{1}}{\leqslant} c \sum_{i \in \mathcal{I}} r\left(\mathrm{~B}^{i}\right)^{n} \Phi\left(f_{\mathrm{B}^{i}}\left|u-u_{j}\right| \mathrm{d} x\right) \rightarrow 0
\end{align*}
$$

as $j \rightarrow \infty$, since $u_{j} \rightarrow u$ strongly in $\mathrm{L}^{1}\left(\Omega ; \mathbb{R}^{N}\right)$ by assumption and $\mathcal{I}$ is finite. On the other hand, by virtue of $\Phi$ being of class $\Delta_{2}$,

$$
\begin{aligned}
\int_{\triangle^{\prime}} \Phi\left(\nabla \sum_{i \in \mathcal{I}} \rho_{i}\left(\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right)\right) & \mathrm{d} x \leqslant c \int_{\triangle^{\prime}} \Phi\left(\sum_{i \in \mathcal{I}} \rho_{i}\left(\nabla\left(\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right)\right)\right) \mathrm{d} x \\
& +c \int_{\triangle^{\prime}} \Phi\left(\sum_{i \in \mathcal{I}}\left(\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right) \otimes \nabla \rho_{i}\right) \mathrm{d} x=: \mathrm{II}_{j}+\mathrm{III}_{j} .
\end{aligned}
$$

Since $\mathcal{I}$ is finite, we have $\lim _{j \rightarrow \infty} \mathrm{II}_{j}=0$ because of (11.14), and $\lim _{j \rightarrow \infty} \mathrm{III}_{j}=0$ by an argument similar to that underlying (11.16). Specifically, there exists $j_{1} \in \mathbb{N}$ such that

$$
\begin{equation*}
\sum_{l \in\{0,1\}} \int_{\triangle^{\prime}} \Phi\left(\nabla^{l} \sum_{i \in \mathcal{I}} \rho_{i}\left(\Pi_{\mathrm{B}^{i}}^{1} u-\Pi_{\mathrm{B}^{i}}^{1} u_{j}\right)\right) \mathrm{d} x<\frac{\varepsilon^{\prime}}{2} \quad \text { for all } j \geq j_{1} \tag{11.17}
\end{equation*}
$$

Using the convexity and $\Phi$ being of class $\Delta_{2}(\Phi)$, we obtain for all $j \geq \max \left\{j_{0}, j_{1}\right\}$

$$
\begin{aligned}
\int_{\Delta^{\prime}} \Phi\left(w-w_{j}\right)+\Phi\left(\nabla w-\nabla w_{j}\right) \mathrm{d} x & \leqslant \frac{\Delta_{2}(\Phi)}{2} \int_{\Delta_{k}^{\prime} \mathrm{C}} \Phi(w)+\Phi\left(w_{j}\right)+\Phi(\nabla w)+\Phi\left(\nabla w_{j}\right) \mathrm{d} x \\
& +\int_{\bigcup_{i \in \mathcal{I}} \mathrm{~B}^{i}} \Phi\left(w-w_{j}\right)+\Phi\left(\nabla w-\nabla w_{j}\right) \mathrm{d} x<\varepsilon^{\prime}
\end{aligned}
$$

by (11.15) and (11.17). As indicated above, this implies (11.12).
We then pick $b_{j, \Delta^{\prime}} \in \mathbb{R}^{N}$ such that $w_{j}-\mathscr{J}_{\Delta^{\prime}} a_{\triangle^{\prime}}+b_{j, \Delta^{\prime}}$ has zero mean on $\tau \triangle^{\prime}$ and put, with $\rho_{\triangle^{\prime}} \in \mathrm{C}_{c}^{\infty}\left(\tau \triangle^{\prime} ;[0,1]\right)$ satisfying $\mathbb{1}_{\Delta^{\prime}} \leqslant \rho_{\Delta^{\prime}} \leqslant \mathbb{1}_{\tau \Delta^{\prime}}$ and $\left|\nabla \rho_{\Delta^{\prime}}\right| \leqslant \frac{c}{(\tau-1) \operatorname{diam}\left(\Delta^{\prime}\right)}$,

$$
v_{j}:= \begin{cases}u_{j}+b_{j, \Delta^{\prime}} & \text { in } \triangle^{\prime} \\ a_{\triangle^{\prime}}+\rho_{\triangle^{\prime}}\left(w_{j}-\mathscr{J}_{\Delta^{\prime}} a_{\Delta^{\prime}}+b_{j, \Delta^{\prime}}\right) & \text { in } \tau \triangle^{\prime} \backslash \triangle^{\prime}\end{cases}
$$

Since $\widetilde{\mathbb{E}}$ is trace-preserving and the traces of $a_{\triangle^{\prime}}$ and $\mathscr{J}_{\Delta^{\prime}} a_{\Delta^{\prime}}$ coincide along $\partial \triangle^{\prime}$, we conclude that $v_{j} \in \mathrm{~W}^{1, \Phi}\left(\tau \triangle^{\prime} ; \mathbb{R}^{N}\right)$. On the other hand, by the growth condition on $F, v_{j}-a_{\Delta^{\prime}} \in$ $\mathrm{W}_{0}^{1, \Phi}\left(\tau \triangle^{\prime} ; \mathbb{R}^{N}\right)$ is admissible in the definition of quasiconvexity and therefore

$$
\begin{equation*}
\tau^{n} \mathscr{L}^{n}\left(\triangle^{\prime}\right) F\left(\nabla a_{\Delta^{\prime}}\right) \leqslant \int_{\tau \Delta^{\prime} \backslash \Delta^{\prime}} F\left(\nabla v_{j}\right) \mathrm{d} x+\int_{\Delta^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x=: \mathrm{IV}_{j}+\mathrm{V}_{j} \tag{11.18}
\end{equation*}
$$

Next note that by the convexity and the $\Delta_{2}$-assumption on $\Phi$, we have

$$
\begin{align*}
& \int_{\tau \Delta^{\prime}} \Phi\left(\nabla\left(w_{j}-\mathscr{J}_{\Delta^{\prime}} a_{\Delta^{\prime}}\right)\right) \mathrm{d} x \leqslant c \int_{\tau \triangle^{\prime}} \Phi\left(\nabla\left(w_{j}-w\right)\right) \mathrm{d} x \\
& +c \int_{\tau \triangle^{\prime}} \Phi\left(\nabla\left(w-\mathscr{J}_{\Delta^{\prime}} a_{\triangle^{\prime}}\right)\right) \mathrm{d} x \\
& \xrightarrow{(11.12)} c \int_{\tau \Delta^{\prime}} \Phi\left(\nabla\left(w-\mathscr{J}_{\Delta^{\prime}} a_{\Delta^{\prime}}\right)\right) \mathrm{d} x  \tag{11.19}\\
& \stackrel{(11.11)}{\leqslant} c \int_{\Delta^{\prime}} \Phi\left(w-a_{\triangle^{\prime}}\right) \mathrm{d} x+c \int_{\triangle^{\prime}} \Phi\left(\nabla\left(w-a_{\triangle^{\prime}}\right)\right) \mathrm{d} x \\
& \stackrel{\text { Lem. } 4.1(\mathrm{c}),(11.13)}{\leqslant} c \int_{\Delta^{\prime}} \Phi\left(u-a_{\Delta^{\prime}}\right) \mathrm{d} x+\int_{\Delta^{\prime}} \Phi\left(\nabla\left(u-a_{\Delta^{\prime}}\right)\right) \mathrm{d} x
\end{align*}
$$

as $j \rightarrow \infty$. By the growth condition on $F$ and the $\Delta_{2}$-condition of $\Phi$, we have with constants $\mathrm{C}=\mathrm{C}(\tau-1, \Phi)>0, \mathrm{C}^{\prime}=\mathrm{C}^{\prime}(\tau-1, \Phi)>0$ (that satisfy $\lim _{\sup }^{\tau \searrow 1} \mathrm{C}(\tau-1, \Phi), \mathrm{C}^{\prime}(\tau-1, \Phi)=$ $\infty)$ by Poincaré's inequality in $\mathrm{W}^{1, \Phi}\left(\tau \triangle^{\prime} ; \mathbb{R}^{N}\right)$

$$
\begin{aligned}
\mathrm{IV}_{j} & \leqslant C \int_{\tau \Delta^{\prime} \backslash \Delta^{\prime}} 1+\Phi\left(\nabla a_{\Delta^{\prime}}\right)+\Phi\left(\frac{w_{j}-\mathscr{J}_{\Delta^{\prime}} a_{\Delta^{\prime}}+b_{j, \Delta^{\prime}}}{\tau-1}\right)+\Phi\left(\nabla\left(w_{j}-\mathscr{J}_{\Delta^{\prime}} a_{\Delta^{\prime}}\right)\right) \mathrm{d} x \\
& \leqslant C\left(\tau^{n}-1\right) \mathscr{L}^{n}\left(\triangle^{\prime}\right)\left(1+\Phi\left(\nabla a_{\triangle^{\prime}}\right)\right)+\mathrm{C} \int_{\tau \Delta^{\prime}} \Phi\left(\nabla\left(w_{j}-\mathscr{J}{\Delta^{\prime}} a_{\Delta^{\prime}}\right)\right) \mathrm{d} x \\
& \xrightarrow{(11.19:)} \mathrm{IV} \leqslant C\left(\tau^{n}-1\right) \mathscr{L}^{n}\left(\triangle^{\prime}\right)\left(1+\Phi\left(\nabla a_{\triangle^{\prime}}\right)\right) \\
& +\mathrm{C}^{\prime}\left(\int_{\triangle^{\prime}} \Phi\left(u-a_{\triangle^{\prime}}\right) \mathrm{d} x+c \int_{\triangle^{\prime}} \Phi\left(\nabla\left(u-a_{\Delta^{\prime}}\right)\right) \mathrm{d} x\right)
\end{aligned}
$$

as $j \rightarrow \infty$, which in conjunction with (11.18) yields

$$
\begin{align*}
\tau^{n} \mathscr{L}^{n}\left(\triangle^{\prime}\right) F\left(\nabla a_{\triangle^{\prime}}\right) & \leqslant\left(\liminf _{j \rightarrow \infty} \int_{\triangle^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x\right) \\
& +C\left(\tau^{n}-1\right) \mathscr{L}^{n}\left(\triangle^{\prime}\right)\left(1+\Phi\left(\nabla a_{\triangle^{\prime}}\right)\right)  \tag{11.20}\\
& +\mathrm{C}^{\prime}\left(\int_{\triangle^{\prime}} \Phi\left(u-a_{\triangle^{\prime}}\right) \mathrm{d} x+\int_{\triangle^{\prime}} \Phi\left(\nabla\left(u-a_{\triangle^{\prime}}\right)\right) \mathrm{d} x\right)
\end{align*}
$$

Summing inequality (11.20) over the finite set of all simplices $\triangle^{\prime} \in \mathcal{T}_{\Omega}^{\prime}$, we find

$$
\begin{aligned}
\mathrm{VI} & :=\tau^{n} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}}{\nabla^{\prime}} F\left(\nabla a_{\mathcal{T}^{\prime}}\right) \mathrm{d} x \leqslant \liminf _{j \rightarrow \infty} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}} F\left(\nabla u_{j}\right) \mathrm{d} x+C\left(\tau^{n}-1\right) \times} \\
& \times \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}}\left(1+\Phi\left(\nabla a_{\mathcal{T}^{\prime}}\right)\right) \mathrm{d} x+\mathrm{C}^{\prime} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \triangle^{\prime}} \Phi\left(\left(u-a_{\Delta^{\prime}}\right)\right)+\Phi\left(\nabla\left(u-a_{\Delta^{\prime}}\right)\right) \mathrm{d} x \\
& =: \text { VII }+\mathrm{VIII}+\mathrm{IX}
\end{aligned}
$$

We then have

$$
\begin{aligned}
& \mathrm{VI}=\tau^{n} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}} F\left(\nabla a_{\mathcal{T}^{\prime}}\right)-F(\nabla u) \mathrm{d} x+\tau^{n} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}} F(\nabla u) \mathrm{d} x \\
& \geq-\tau^{n} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}}\left|F\left(\nabla a \mathcal{T}^{\prime}\right)-F(\nabla u)\right| \mathrm{d} x+\tau^{n} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}} F(\nabla u) \mathrm{d} x \\
& \stackrel{\text { Lem. }}{\geq}{ }^{10.10}-C \tau^{n} \int_{\cup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime}} \frac{\Phi\left(1+|\nabla u|+\left|\nabla a_{\mathcal{T}^{\prime}}\right|\right)}{1+|\nabla u|+\left|\nabla a_{\mathcal{T}^{\prime}}\right|}\left|\nabla u-\nabla a_{\mathcal{T}^{\prime}}\right| \mathrm{d} x \\
& +\tau^{n} \int_{\bigcup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}} \Delta^{\prime} \backslash \Omega} F(\nabla u) \mathrm{d} x+\tau^{n} \int_{\Omega} F(\nabla u) \mathrm{d} x=: \mathrm{VI}_{1}+\mathrm{VI}_{2}+\mathrm{VI}_{3} .
\end{aligned}
$$

We then first send $\varepsilon \searrow 0$ and hereafter $\delta \searrow 0$. Recalling how $a_{\mathcal{T}^{\prime}}$ is constructed and so $\lim _{\varepsilon \searrow 0}\left\|\Phi\left(\nabla\left(u-a_{\mathcal{T}^{\prime}}\right)\right)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=0$, using a similar argument as in (10.40)ff. we find that $\lim _{\varepsilon \searrow 0} \mathrm{VI}_{1}=0$. On the other hand, as $F(\nabla u) \in \mathrm{L}^{1}\left(\mathbb{R}^{n}\right)$, we have $\lim _{\varepsilon \searrow 0} \mathrm{VI}_{2}=0$. Similarly, we obtain that $\lim _{\varepsilon \searrow 0}$ IX $=0$. Since $u_{j}=u_{0}$ outside $\Omega$, we equally have

$$
\mathrm{VII}=\liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x+\int_{\left(\cup_{\Delta^{\prime} \in \mathcal{T}_{\Omega}^{\prime}}{\left.\Delta^{\prime}\right) \backslash \Omega} F\left(\nabla u_{0}\right) \mathrm{d} x \xrightarrow{\varepsilon \searrow 0} \liminf _{j \rightarrow \infty} \int_{\Omega} F\left(\nabla u_{j}\right) \mathrm{d} x . . . . . . .\right.}
$$

Finally, since by construction $\left\|1+\Phi\left(\nabla a_{\mathcal{T}^{\prime}}\right)\right\|_{\mathrm{L}^{1}\left(\mathbb{R}^{n}\right)}$ is bounded as $\varepsilon \searrow 0$, we may send $\tau \searrow 1$ to obtain

$$
\int_{\Omega} F(\nabla u) \mathrm{d} x \leqslant \liminf _{j \rightarrow \infty} F\left(\nabla u_{j}\right) \mathrm{d} x
$$

and the proof is complete.

## References

[1] Acerbi, E.; Dal Maso, G.: New lower semicontinuity results for polyconvex integrals. Calc. Var. Partial Differ. Equ. 2, 329-371 (1994).
[2] Acerbi, E.; Fusco, N.: Semicontinuity problems in the calculus of variations. Arch. Rational Mech. Anal. 86 (1984), no. 2, 125-145.
[3] Acerbi, E.; Fusco, N.: A regularity theorem for minimizers of quasiconvex integrals. Arch. Rational Mech. Anal. 99 (1987), no. 3, 261-281.
[4] Acerbi, E.; Fusco, N.: Partial regularity under anisotropic $(p, q)$ growth conditions. J. Differential Equations 107 (1994), 46-67.
[5] Adams, R.A.; Fournier, J.J.F.: Sobolev Spaces. Second Edition. Pure and Applied Mathematics, Elsevier, 2003.
[6] Alberti, G.: A Lusin type property of gradients. J. Funct. Anal. 100 (1991), 110-118.
[7] Allard, W.K.: On the first variation of a varifold. Ann. of Math. (2) 95 (1972), 417-491.
[8] Almgren, F.J. Jr.: Existence and regularity almost everywhere of solutions to elliptic variational problems among surfaces of varying topological type and singularity structure. Ann. of Math. (2) 87 (1968), 321-391.
[9] Ambrosio, L.; Dal Maso, G.: On the relaxation in $\operatorname{BV}\left(\Omega ; \mathbb{R}^{m}\right)$ of quasi-convex integrals. J. Funct. Anal. 109 (1992), 76-97.
[10] Ambrosio, L.; Fusco, N.; Pallara, D.: Functions of bounded variation and free discontinuity problems. Oxford Mathematical Monographs. The Clarendon Press, Oxford University Press, New York, 2000. xviii+434 pp.
[11] Anzellotti, G.; Giaquinta, M.: Convex functionals and partial regularity. Arch. Ration. Mech. Anal. 102 (1988), no. 3, 243-272.
[12] Ball, J.: Convexity conditions and existence theorems in nonlinear elasticity, Arch. Rational Mech. Anal. 63 (1977), pp. 337-403.
[13] Ball, J.M.: Discontinuous equilibrium solutions and cavitation in nonlinear elasticity. Phil. Trans. R. Soc. Lond. 306, 557-611, (1982).
[14] Ball, J.M.; Murat, F.: $\mathrm{W}^{1, p}$-quasiconvexity and variational problems for multiple integrals, J. Funct. Anal. 58 (1984), 225-253.
[15] Ball, J.M.; Kirchheim, B.; Kristensen, J.: Regularity of quasiconvex envelopes. Calc. Var. Partial Differ. Equ. 11(4), 333-359 (2000).
[16] Bärlin, M.; Keßler, K.: Partial Regularity for $\mathbb{A}$-quasiconvex Functionals. ArXiv preprint, arXiv:2203.00153.
[17] Bärlin, M.; Gmeineder, F.; Irving C.; Kristensen, J.: $\mathcal{A}$-harmonic approximation and partial regularity, revisited. Preprint, 2022.
[18] Beck, L.; Schmidt, T.: On the Dirichlet problem for variational integrals in BV. J. Reine Angew. Math. 674 (2013), 113-194.
[19] Beck, L.; Schmidt, T.: Interior gradient regularity for BV minimizers of singular variational problems. Nonlinear Analysis: Theory, Methods \& Applications 120, 86-106 (2015).
[20] Beck, L.; Bulíček, M; Maringová, E.: Globally Lipschitz minimizers for variational problems with linear growth ESAIM: Control, Optimisation and Calculus of Variations 24, 1395-1413 (2018).
[21] Beck, L.; Bulíček, M; Gmeineder, F.: On a Neumann problem for variational functionals of linear growth. Annali della Scuola Normale Superiore di Pisa - Classe di Scienze XXI, 695-737 (2020).
[22] Bella, P.; Schäffner, M.: On the regularity of minimizers for scalar integral functionals with $(p, q)$-growth. Anal. \& PDE 13, 2241-2257, (2020).
[23] Bella, P.; Schäffner, M.: Lipschitz bounds for integral functionals with $(p, q)$-growth conditions. ArXiv Preprint, arXiv:2202.12999.
[24] Bildhauer, M.; Fuchs, M.: Partial regularity for variational integrals with $(s, \mu, q)$-growth. Calc. Var. 13 (2001), 537-560.
[25] Bildhauer, M.: A priori gradient estimates for bounded generalized solutions of a class of variational problems with linear growth. J. Convex Anal. 9 (2002), no. 1, 117-137.
[26] Bildhauer, M.: Convex variational integrals with a wide range of anisotropy. Part II: mixed linear/superlinear growth conditions. Preprint 55, Department of Mathematics, Saarland University, 2002.
[27] Bildhauer, M.: Convex variational problems. Linear, nearly linear and anisotropic growth conditions. Lecture Notes in Mathematics, 1818. Springer-Verlag, Berlin, 2003. x +217 pp.
[28] Bildhauer, M.; Fuchs, M.: $\mathrm{C}^{1, \alpha}$-solutions to non-autonomous anisotropic variational problems. Calc. Var. Partial Differ. Equ. 24, 309-340 (2005).
[29] Bögelein, V., Duzaar, F.; Marcellini, P.; Scheven, C.: Boundary regularity for elliptic systems with $(p, q)$-growth. J. Math. Pures Appl. 159, 250-293, (2022).
[30] Bouchitté, G.; Fonseca, I.; Malý, J.: The effective bulk energy of the relaxed energy of multiple integrals below the growth exponent. Proc. R. Soc. Edinb., Sect. A, Math. 128, 463-479 (1998).
[31] Breit, D.: New regularity theorems for non-autonomous variational integrals with $(p, q)$-growth. Calc.Var. 44, 101-129 (2012).
[32] Breit, D.; Diening, L.; Gmeineder, F.: On the Trace Operator for Functions of bounded $\mathbb{A}$-Variation. Anal. PDE. 13 (2020), pp. 559-594.
[33] Buckley, S.M.; Koskela, P.: Sobolev-Poincaré inequalities for $p<1$. Indiana Univ. Math. J. 43 (1994), no. 1, 221-240.
[34] Buttazzo, G.; Mizel, V.J.: Interpretation of the Lavrentiev phenomenon by relaxation. J. Funct. Anal. 110, 434-460 (1992).
[35] Campos Cordero, J.; Kalayanamit, P.; Kristensen, J.: Growth conditions and quasiconvexity. In preparation.
[36] Carozza, M.; Fusco, N.; Mingione, G.: Partial regularity of minimizers of quasiconvex integrals with subquadratic growth. Ann. Mat. Pura Appl. IV, Ser. 175, 141-164 (1998).
[37] Carozza, M.; Passarelli di Napoli, A.: Partial regularity of local minimizers of quasiconvex integrals with subquadratic growth. Proc. Roy. Soc. Edinburgh Sect. A 133 (1994), no. 6, 1249-1262.
[38] Carozza, M.; Kristensen, J.; Passarelli di Napoli, A.: A trace preserving operator and applications. J. Math. Anal. Appl., 124170-124170 (2020).
[39] Carozza, M., Kristensen, J., Passarelli di Napoli, A.: Regularity of minimisers of autonomous convex variational integrals. Ann. della Scu. Norm. Sup. di Pisa 13, 4 (2013).
[40] Celada, P.; Dal Maso, G.: Further remarks on the lower semicontinuity of polyconvex integrals. Ann. Inst. Henri Poincaré, Ann. Non Lin. 11 (1994), 661-691.
[41] Chen, C.-Y., Kristensen, J.: On coercive variational integrals. Nonlinear Analysis 153 (2017) 213-229.
[42] Conti, S.; Gmeineder, F.: $\mathscr{A}$-quasiconvexity and partial regularity. ArXiv preprint, arXiv:2009.13820.
[43] Dacorogna, B.: Quasiconvexity and relaxation of non convex problems in the calculus of variations. J. Funct. Anal. 46, 102-118, 1982.
[44] Dacorogna, B.: Weak continuity and weak lower semicontinuity of non linear functionals. Lecture Notes in Math., Vol. 922. Springer, Berlin, 1982.
[45] Dacorogna, B.: Direct Methods in the Calculus of Variations. Second Edition. Applied Mathematical Sciences 78, Springer, 2008.
[46] Dal Maso, G.; Fonseca I.; Leoni G.; Morini M.: Higher order quasiconvexity reduces to quasiconvexity. Arch. Ration. Mech. Anal. 171 (2004), 55-81.
[47] De Filippis, C.: Quasiconvexity and partial regularity via nonlinear potentials. J. Math. Pures App. 163, 11-82, (2022).
[48] De Filippis, C.; Stroffolini, B.: Singular multiple integrals and nonlinear potentials. ArXiv preprint, arXiv:2203.05519.
[49] De Giorgi, E.: Sulla differenziabilità e l'analiticità delle estremali degli integrali multipli regolari, Mem. Accad. Sci. Torino Ser. III 3 (1957), 25-43.
[50] De Giorgi, E.: Un esempio di estremali discontinue per un problema variazionale di tipo ellittico, Boll. Unione Mat. Ital., IV. 1 (1968), 135-137.
[51] Diening, L.; Lengeler, D.; Stroffolini, B.; Verde, A.: Partial regularity for minimizers of quasi-convex functionals with general growth. SIAM J. Math. Anal. 44 (2012), no. 5, 3594-3616.
[52] Duzaar, F.; Grotowski, F.: Optimal interior partial regularity for nonlinear elliptic systems: the method of Aharmonic approximation. Manuscripta Math. 103 (2000), no. 3, 267-298.
[53] Duzaar, F.; Gastel, A.; Grotowski, J.F.: Partial regularity for almost minimizers of quasiconvex functionals. SIAM J. Math. Anal. 32, 665-687 (2000).
[54] Duzaar, F.; Grotowski, J.F.; Kronz, M.: Regularity of almost minimizers of quasi-convex variational integrals with subquadratic growth. Ann. Mat. Pura Appl. (4) 184 (2005), no. 4, 421-448.
[55] Duzaar, F.; Mingione, G.: The $p$-harmonic approximation and the regularity of $p$-harmonic maps, Calc. Var. Partial Differential Equations 20 (2004), pp. 235-256.
[56] Duzaar, F.; Mingione, G.: Regularity for degenerate elliptic problems via $p$-harmonic approximation. Ann. I. H. Poincaré 21 (2004) 735-766.
[57] Duzaar, F.; Mingione, G.: Harmonic type approximation lemmas, J. Math. Anal. Appl. 352 (2009), pp. 301-335.
[58] Esposito, L.; Leonetti, F.; Mingione, G.: Higher integrability for minimizers of integral functionals with $(p, q)-$ growth. J. Differ. Equations 157 (1999), 414-438.
[59] Esposito, L.; Leonetti, F.; Mingione, G.: Sharp regularity for functionals with $(p, q)$ growth. J. Diff. Equ. 204, 5-55, (2004).
[60] Esposito, L.; Mingione, G.: Relaxation results for higher order integrals below the natural growth exponent. Differential Integral Equations 15 (2002), 671-696.
[61] Evans, L.C.: Quasiconvexity and partial regularity in the calculus of variations. Arch. Rational Mech. Anal. 95 (1986), no. 3, 227-252.
[62] Evans, L.C.; Gariepy, R.F.: Measure theory and fine properties of functions. CRC Press, Boca Raton, 1992.
[63] Finn, R.: Remarks relevant to minimal surfaces and to surfaces of prescribed mean curvature, J. Anal. Math. 14 (1965), 139-160.
[64] Focardi, M.: Semicontinuity of vectorial functionals in Orlicz- Sobolev spaces. Rend. Istit. Mat. Univ. Trieste 29 (1997), no. 1-2, 141-161 (1998).
[65] Fonseca, I.; Malý, J.: Relaxation of multiple integrals below the growth exponent. Ann. Inst. Henri Poincaré, Anal. Non Linéaire 14, 309-338 (1997).
[66] Fonseca, I.; Malý, J.: From Jacobian to Hessian: distributional form and relaxation. Riv. Mat. Univ. Parma (7) 4* (2005), 45-74.
[67] Fonseca, I.; Marcellini, P.: Relaxation of multiple integrals in subcritical Sobolev spaces, J. Geom. Anal. 7, 57-81 (1997).
[68] Fonseca, I.; Müller, S.: Quasiconvex integrands and lower semicontinuity in L ${ }^{1}$, SIAM J. Math. Anal. 23 (1992), pp. 1081-1098.
[69] Fonseca, I.; Müller, S.: Relaxation of quasiconvex functionals in $\operatorname{BV}\left(\Omega, \mathbb{R}^{p}\right)$ for integrands $f(x, u, \nabla u)$. Arch. Ration. Mech. Anal. 123 (1993), no. 1, 1-49.
[70] Fonseca, I.; Müller, S.: $\mathscr{A}$-quasiconvexity, lower semicontinuity, and Young measures. SIAM J. Math. Anal. 30 (1999), no. 6, 1355-1390.
[71] Fuchs, M.; Seregin, G.: Variational methods for problems from plasticity theory and for generalized Newtonian fluids. Lecture Notes in Mathematics 1749. Springer-Verlag, Berlin, 2000. vi+269 pp.
[72] Fusco, N.; Hutchinson, J.E.: $\mathrm{C}^{1, \alpha}$-partial regularity of functions minimising quasiconvex integrals. Manuscripta Math. 54 (1985), no. 1-2, 121-143.
[73] Fusco, N.; Hutchinson, J.E.: Partial regularity in problems motivated by nonlinear elasticity. SIAM J. Math. Anal. 22 (1991), no. 6, 1516-1551.
[74] Fusco, N.; Hutchinson, J.E.: Partial regularity and everywhere continuity for a model problem from non-linear elasticity. J. Austral. Math. Soc. (Series A) 57 (1994), 158-169.
[75] Giaquinta, M.: Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Systems. Princeton University Press, Princeton (1983).
[76] Giaquinta, M.; Modica, G.: Partial regularity of minimizers of quasiconvex integrals, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 3 (1986), 185-208.
[77] Giaquinta, M.; Modica, G.; Souček, J.: Functionals with linear growth in the calculus of variations. I, II. Comment. Math. Univ. Carolin. 20 (1979), no. 1, 143-156, 157-172.
[78] Giusti, E.: Direct methods in the calculus of variations. World Scientific Publishing Co., Inc., River Edge, NJ, 2003.
[79] Giusti, E.; Miranda, M.: Un esempio di soluzioni discontinue per un problema di minimo relativo ad un integrale regolare del calcolo delle variazioni, Boll. Unione Mat. Ital., IV. Ser. 1 (1968), 219-226.
[80] Gmeineder, F.: The regularity of minima for the Dirichlet problem on BD. Arch. Ration. Mech. Anal. 237, June 2020, Issue 3, pp. 1099-1171.
[81] Gmeineder, F.: Partial regularity for symmetric quasiconvex functionals on BD. J. Math. Pures Appl. (9) $\mathbf{1 4 5}$ (2021), 83-129.
[82] Gmeineder, F.; Kristensen, J.: Partial Regularity for BV Minimizers. Arch. Rational Mech. Anal. 232 (2019) 1429-1473.
[83] Gmeineder, F.; Kristensen, J.: Sobolev regularity for convex functionals on BD. J. Calc. Var. (2019) 58:56.
[84] Gmeineder, F.; Kristensen, J.: On $k$-th order quasiconvex functionals with linear growth from below. Announcement. ArXiv Preprint, arXiv:1903.08124.
[85] Goffman, C.; Serrin, J.: Sublinear functions of measures and variational integrals, Duke Math. J. 31 (1964), 159178.
[86] Hao, W.; Leonardi, S.; Nečas, J.: An example of irregular solution to a nonlinear Euler-Lagrange elliptic system with real analytic coefficients, Ann. Sc. Norm. Super. Pisa, Cl. Sci., IV. Ser. 23 (1996), 57-67.
[87] Hörmander, L.: Differentiability properties of solutions of systems of diferential equations, Ark. Mat. 3 (1958), 527-535.
[88] Irving, C.: Partial regularity for minima of higher-order quasiconvex integrands with natural Orlicz growth. ArXiv preprint, arXiv:2111.14740.
[89] Isernia, T.; Leone, C.; Verde, A.: Partial regularity for asymptotic quasiconvex functionals with general growth. Ann. Acad. Scient. Fenn. Math., Vol. 41, 2016, 816-844.
[90] Kinderlehrer, D.; Pedregal, P.: Characterizations of Young measures generated by gradients. Arch. Rational Mech. Anal. 115 (1991), 329-365.
[91] Kirchheim, B.; Kristensen, J.: On rank one convex functions that are homogeneous of degree one. Arch. Ration. Mech. Anal. 221 (2016), no. 1, 527-558.
[92] Koch, L.: Global higher integrability for minimisers of convex obstacle problems with $(p, q)$-growth. Calc. Var. PDE 61:88 (2022).
[93] Kristensen, J.: Lower semicontinuity in Sobolev spaces below the growth exponent of the integrand. Proc. R. Soc. Edinb., Sect. A, Math. 127, 797-817 (1997)
[94] Kristensen, J.: Lower semicontinuity of quasi-convex integrals in BV. Calc. Var. 7, 249-261 (1998).
[95] Kristensen, J.: Lower semicontinuity in spaces of weakly differentiable functions. Math. Ann. 313 (1999), no. 4, 653-710.
[96] Kristensen, J.; Rindler, F.: Relaxation of signed integral functionals in BV, Calc. Var. Partial Differential Equations 37 (2010), no. 1-2, 29-62.
[97] Kristensen, J.; Taheri, A.: Partial regularity of strong local minimizers in the multi-dimensional calculus of variations. Arch. Ration. Mech. Anal. 170 (2003), no. 1, 63-89.
[98] Kuusi, T.; Mingione, G.: Partial regularity and potentials. Journal de L'Ecole polytechnique - Mathématiques 3 (2016) 309-363.
[99] Li, Z.: Partial regularity for BV $\omega$-minimizers of quasiconvex functionals. Calc. Var. 61, 178 (2022).
[100] Malý, J.: Weak lower semicontinuity of polyconvex integrals. Proc. Roy. Soc. Edinburgh 123A (1993), 681-691.
[101] Malý, J.: Lower semicontinuity of quasiconvex integrals. Manuscripta Math. 85, 419-428 (1994).
[102] Marcellini, P.: Approximation of quasiconvex functions, and lower semicontinuity of multiple integrals. Manuscripta Math. 51, 1-3, (1985).
[103] Marcellini, P.: On the definition and the lower semicontinuity of certain quasiconvex integrals. Ann. Inst. Henri Poincaré, Anal. Non Linéaire 3, 391-409 (1986).
[104] Marcellini, P.: Regularity of minimizers of integrals of the calculus of variation with non-standard growth conditions. Arch. Ration. Mech. Anal. 105, 267-284 (1989).
[105] Marcellini, P.: Regularity and existence of solutions of elliptic equations with $p, q$-growth conditions, J. Differ. Equations 90, 1-30 (1991).
[106] Maz'ya, V.: Sobolev spaces with applications to elliptic partial differential equations. Second, revised and augmented edition. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences] 342. Springer, Heidelberg, 2011. xxviii+866 pp.
[107] Maz'ya, V.G.; Shaposhnikova, T.: Theory of Sobolev Multipliers, Grundlehren der mathematischen Wissenschaften 307, Springer, 2009.
[108] Meyers , N.G.: Quasi-convexity and lower semi-continuity of multiple variational integrals of any order. Trans. Am. Math. Soc. 119, 125-149 (1965)
[109] Mingione, G.: Regularity of minima: an invitation to the dark side of the calculus of variations. Appl. Math. 51 (2006), no. 4, 355-426.
[110] Mingione, G.: Singularities of minima: a walk on the wild side of the calculus of variations. (English summary) J. Global Optim. 40 (2008), no. 1-3, 209-223.
[111] Morrey, Jr., C.B.: Quasi-convexity and the lower semicontinuity of multiple integrals. Pacific J. Math. 2, (1952), 25-53.
[112] Moser, J.: A new proof of De Giorgi's theorem concerning the regularity problem for elliptic differential equations, Commun. Pure Appl. Math. 13 (1960), 457-468.
[113] Nash, J.: Continuity of solutions of parabolic and elliptic equations, Amer. J. Math. 80 (1958), 931-954.
[114] Nečas, J.: Example of an irregular solution to a nonlinear elliptic system with analytic coefficients and conditions for regularity. Theory of nonlinear operators (Proc. Fourth Internat. Summer School, Acad. Sci., Berlin, 1975), Akademie-Verlag, Berlin, 1977, pp. 197-206.
[115] Nečas, J.; John, O.; Stará, J.: Counterexample to the regularity of weak solution of elliptic systems, Commentat. Math. Univ. Carol. 21 (1980), 145-154.
[116] Ornstein, D.: A non-equality for diferential operators in the $\mathrm{L}_{1}$-norm, Arch. Rational Mech. Anal. 11 (1962), 40-49.
[117] Passarelli Di Napoli, A.; Siepe, F.: A regularity result for a class of anisotropic systems. Rend. Ist. Mat. Univ. Trieste 28, 13-31 (1996).
[118] Reshetnyak, Y.G.: Weak convergence of completely additive vector functions on a set, Sib. Math. J. 9 (1968), 1039-1045.
[119] Santi, E.: Sul problema al contorno per l'equazione delle superfici di area minima su domini limitati qualqunque, Ann. Univ. Ferrara, N. Ser., Sez. VII 17 (1972), 13-26.
[120] Schemm, S.; Schmidt, T.: Partial regularity of strong local minimizers of quasiconvex integrals with $(p, q)$ growth. Proc. R. Soc. Edinb., Sect. A, Math. 139, 595-621 (2009).
[121] Schmidt, T.: Zur Existenz und Regularität von Minimierern quasikonvexer Variationsintegrale mit $(p, q)$ Wachstum. Inaugural-Dissertation, Heinrich-Heine Universität Düsseldorf, Mathematisch-Naturwissenschaftliche Fakultät, 2006.
[122] Schmidt, T.: Regularity of minimizers of $\mathrm{W}^{1, p}$-quasiconvex variational integrals with $(p, q)$-growth. Calc. Var. Partial Differ. Equ. 32, 1-24 (2008).
[123] Schmidt, T.: Regularity theorems for degenerate quasiconvex energies with $(p, q)$-growth. Adv. Calc. Var. 1, 241-270 (2008).
[124] Schmidt, T.: Regularity of relaxed minimizers of quasiconvex variational integrals with $(p, q)$-growth. Arch. Ration. Mech. Anal. 193, 311-337 (2009).
[125] Schmidt, T.: Partial regularity for degenerate variational problems and image restoration models in BV. Indiana Univ. Math. J. 63, 213-279 (2014).
[126] Schmidt, T.: BV Minimizers of Variational Integrals: Existence, Uniqueness, Regularity. Habilitationsschrift, Friedrich-Alexander Universität, Erlangen-Nürnberg, 2015.
[127] Soneji, P.: Lower semicontinuity in BV of quasiconvex integrals with subquadratic growth. ESAIM: COCV 19 (2013) 555-573.
[128] Soneji, P.: Relaxation in BV of integrals with superlinear growth. ESAIM: COCV 20 (2014) 1078-1122.
[129] Spencer, D.C.: Overdetermined systems of linear partial diferential equations, Bull. Amer. Math. Soc. 75 (1969), 179-239.
[130] Whitney, H.: Analytic Extensions of Differentiable Functions Defined in Closed Sets. Trans. Am. Math. Soc., 36:63-89, 1934.
[131] Widman, K-O.: Hölder continuity of solutions of elliptic systems, Manuscr. Math. 5 (1971), 299-308.

## Declaration

The authors hereby declare that there are no conflicts of interest.
University of Konstanz, Department of Mathematics and Statistics, Universitätsstrasse 10, 78457 Konstanz, Germany.

Email address: franz.gmeineder@uni-konstanz.de
University of Oxford, Mathematical Institute, Radcliffe Observatory Quarter, OX2 6HG, Oxford, United Kingdom.

Email address: jan.kristensen@maths.ox.ac.uk


[^0]:    Date: September 7, 2022.
    Key words and phrases. Variational integral, partial regularity, non-standard growth conditions, $(p, q)$-type growth conditions, linear growth conditions, quasiconvexity, signed integrands, relaxed minimizers, coercivity, lower semicontinuity, Fubini-type theorems, functions of bounded variation.

[^1]:    ${ }^{1}$ For the intermediate polyconvexity, see Fusco \& Hutchinson [73, 74].

[^2]:    ${ }^{2}$ Note that if $F$ is convex with $p>1$, then $F$ is automatically bounded from below. More generally, by separation, every convex integrand with $p \geq 1$ can be minorised by an affine-linear map.
    ${ }^{3}$ Since we directly work with linearised integrands, signed integrands naturally arise in the proof of the Caccioppoli inequality even for unsigned 1 -strongly quasiconvex integrands $F$. This, however, is only of technical nature since the linearisation terms then can be handled by the available weak*-convergence; this is not so if $F$ is a priori signed.

[^3]:    ${ }^{4}$ At present, even in the purely linear growth, signed, quasiconvex context, the only concentration control that has been extracted from the Caccioppoli inequality of the second kind is very weak and works on the level of BV-gradient Young measures; see [82, Rem. 4.5].

[^4]:    ${ }^{5}$ Since $u+\varphi$ satisfies (6.29) and $\mathscr{F}_{\text {loc }}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right]<\infty$, there exists $\left(z_{j}^{(1)}\right) \subset\left(\mathrm{W}^{1, q} \cap \mathrm{~W}_{u}^{1, p}\right)\left(\mathrm{B}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ such that $\lim _{j \rightarrow \infty} \mathscr{F}\left[z_{j}^{(1)} ; \mathrm{B}_{r}\left(x_{0}\right)\right]=\mathscr{F}_{\mathrm{loc}}\left[u+\varphi ; \mathrm{B}_{r}\left(x_{0}\right)\right]<\infty$ by Lemma [124, Lem. 7.7]. By [124, Lem. 7.8], we equally find a sequence $\left(z_{j}^{(2)}\right) \subset \mathrm{W}^{1, q}\left(\Omega \backslash \overline{\mathrm{~B}}_{r}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ that attains the same boundary values along $\partial \mathrm{B}_{r}\left(x_{0}\right)$ as $u$ such that $\lim _{j \rightarrow \infty} \mathscr{F}\left[z_{j}^{(2)} ; \omega \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right]=\mathscr{F}_{\text {loc }}\left[u ; \omega \backslash \overline{\mathrm{B}}_{r}\left(x_{0}\right)\right]<\infty$; now it suffices to glue the two sequences along $\partial \mathrm{B}_{r}\left(x_{0}\right)$.

[^5]:    ${ }^{6}$ In the terminology of step 1 , we have $\widetilde{r}=\widetilde{r}(u, r, x, \nabla u(x)(\cdot-x)+u(x))$, but since $\nabla u(x)(\cdot-x)+u(x)$ is termined by $u$ and $x$ and required to belong to $E_{x}^{\complement}$, the latter being defined in terms of $|D u|$, hence $u$, and $\lambda^{\prime}$, we write $\widetilde{r}=\widetilde{r}\left(u, r, x, \lambda^{\prime}\right)$.

[^6]:    ${ }^{7}$ We extend $\varphi \in \mathrm{W}_{0}^{1, \infty}\left(\mathrm{~B}_{R}\left(x_{0}\right) ; \mathbb{R}^{N}\right)$ given by $\varphi(x)=R \Phi\left(\frac{x-x_{0}}{R}\right)$ by zero to $\varphi \in \mathrm{W}_{c}^{1, \infty}\left(\Omega ; \mathbb{R}^{N}\right)$, apply Corollary 8.7 to $F_{\nabla a}, \widetilde{u}$ and then scale back to the unit ball.

[^7]:    ${ }^{8}$ Clearly, for different choices of $\widetilde{r}, \widetilde{s}$ the constant $\frac{1}{8}$ can be improved to $\frac{3}{4}$, but for us it is only important that there exists some constant.

